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ABSTRACT. This chapter combines an introduction and research survey about Schubert
varieties. The theme is to combinatorially classify their singularities using a family of poly-
nomial ideals generated by determinants.
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1. INTRODUCTION

1.1. Objectives. The purpose of this chapter is to provide both a basic introduction and a
research survey on Schubert varieties. The organizing theme is to examine their singular-
ities through the lens of certain polynomial ideals generated by determinants. Hence we
focus on properties that can be studied using methods from commutative algebra. With
apologies upfront, we do not report on even a significant proportion of the many other
methods that have been developed to study Schubert singularities1. This chapter is also
not about Schubert calculus, which is a largely separate subject.2

A cursory glance at the literature on Schubert varieties finds a broad (and perhaps
daunting) range of ideas used: Lie theory, representation theory, algebraic geometry, com-
mutative algebra, and combinatorics. Nevertheless, we endeavor to keep the exposition

Date: Draft of March 2, 2023.
1For example, see Frobenius splitting [BK05], Peterson translates [CK06], Standard monomial theory [LR08],

and Bott-Samelson resolutions [BS58, H73, D74], Billey-Postnikov decompositions [RS16], and more [BL00].
2See [F97, M01c] or recent surveys such as [RYY22, K22].
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as self-contained as possible. Therefore, where helpful, we highlight principles in lieu
of formal statements. We include numerous exercises (with more difficult ones starred)
aimed at preparing the interested reader from the ground up for the open problems. We
hope our focus on commutative algebra will allow readers to explore the subject, perhaps
with the aid of computational commutative algebra systems, before having to learn more
about the areas mentioned above.

1.2. A brief history. Schubert varieties go back to H. Schubert’s work in the 19th cen-
tury [S79] and further, but the “modern era” began in the 1950s with C. Chevalley’s
manuscript [C94].3 It introduced the now omnipresent notion of Bruhat order.4 He also
addresses the question of singularities of Schubert varieties5, although it is a historical
curiosity that on the topic he makes the following remark:

“...il paraı̂t probable que les X(w) sont toujours des variétés non singulières, mais
nous ne sommes pas parvenus à établir ce point.”6

In this chapter, we are concerned with local properties. A local property is some prop-
erty that might or might not hold at a given point p on an algebraic variety X and is said
to hold on X if it holds at every point p ∈ X . During Chevalley’s lifetime, others proved
that some local properties hold on every Schubert variety. For example, C. DeConcini–
V. Lakshmibai [DL81] and S. Ramanan–A. Ramanathan [RR85, R85] showed that Schubert
varieties have “mild” singularities: they are normal and Cohen-Macaulay. In contrast, this
chapter is about local properties that hold only on (some points of) some Schubert vari-
eties. The prototype for questions we examine are:

(S1) Which Schubert varieties are smooth?
(S2) Which points of a Schubert variety are smooth?

Although (S1) is a special case of (S2), it is interesting in its own right.
We mostly concentrate on Schubert varieties in the complete flag variety. Essentially,

this is the general case among all partial flag varieties associated to GLn(C), including
Grassmannians. In this setting, (S1) and (S2) have been answered. For (S1), J. Wolper
[W89] gave a combinatorial characterization and later K. Ryan [R87] presented a geomet-
ric characterization. Following their work, V. Lakshmibai–B. Sandhya [LS90] offered a
different combinatorial answer to (S1) in terms of pattern avoidance. Their result states that

Xw is smooth if and only if w avoids the patterns 3412 and 4231.

In addition, they used pattern avoidance in their conjectural solution to (S2). This con-
jecture was independently proved by [BW03, C03, KLR03, M01a] at the turn of the mil-
lenium. It is the pattern avoidance approach that we follow in this chapter. An earlier
survey on Schubert varieties and pattern avoidance is [AB12].

Now that we know which points of a Schubert variety are singular, one asks how singu-
lar is a given point? As we explain, numerous measures/properties P with commutative
algebra definitions can be studied simultaneously. Generalizing (S1) and (S2), one asks:

3In the forward to its posthumous publication, A. Borel places it “most likely from 1958”.
4An instance of Stigler’s law of eponymy.
5Specifically, he proves they appear in codimension at least two.
6“... it seems probable that all Schubert varieties are smooth, although we cannot establish this claim.”

Exercise 7.8 asks the reader to compute small counterexamples for themselves.
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(P1) Which Schubert varieties are globally P?
(P2) Which points of a Schubert variety satisfy P?

In [WY08] we examined such properties P though determinantal ideals that we called
Kazhdan-Lusztig ideals. By example we showed that classical pattern avoidance is an in-
complete language to answer (P1) or (P2). To overcome this, we introduced interval pattern
avoidance as a universal language to discuss these questions and to make comparisons.
This chapter recounts those results and the subsequent developments to date.

1.3. Organization. In Section 2 we start with the Grassmannian as a prequel. We illus-
trate how determinantal ideals come about in the study of Schubert varieties. Plücker co-
ordinates, the Schubert cells and varieties, and the group cosets description of the Grass-
mannian are introduced. Analogously, we explain the complete flag variety case.

Kazhdan-Lusztig ideals are defined in Section 3. These determinantal ideals cut out affine
open neighborhoods of Schubert varieties in the flag variety (up to an irrelevant affine
factor). An important special case consists of W. Fulton’s Schubert determinantal ideals
[F92], which have been an object of significant interest. The main point is that studying
singularity properties of Schubert varieties reduces to studying the same for Kazhdan-
Lusztig varieties.

Section 4 defines interval pattern avoidance. Theorem 4.17 shows that under mild as-
sumptions about the property P , answers to (P1) and (P2) can be given in terms of interval
pattern avoidance (although exact answers may not be known at present). This universal
language provides a concrete way to compare and contrast properties P . Universality is
proved using Kazhdan-Lusztig ideals.

Section 5 delves into the combinatorial commutative algebra aspects of Kazhdan-Lusztig
ideals, following A. Knutson-E. Miller’s ideas [KM05] about Schubert determinantal ideals.
Through a running example, we review the concepts of Gröbner bases, multigradings,
Hilbert series, prime decompositions, and the Stanley-Reisner correspondence. Exercises
give the reader a hands-on view of the application of these ideas to determinantal ideals.
We then point to the generalizations to Kazhdan-Lusztig ideals from [WY12], although
we leave most of the elaboration out of this text.

Section 6 concerns free resolutions of modules over a polynomial ring. Our main purpose
is to give enough detail, using relevant examples, to concretely define the commutative
algebra concepts in the case of Kazhdan-Lusztig ideals. This is needed for the next section.

Section 7 is this chapter’s summit. It analyzes seven properties/measures P and stud-
ies them in the case of Schubert varieties: smoothness, being a local compete intersection,
being Gorenstein, factoriality, Hilbert-Samuel multiplicity, Castelnuovo-Mumford regu-
larity of the tangent cone, and Kazhdan–Lusztig polynomials. We give known results,
conjectures, and open problems in each case.

The remaining three sections offer additional notes. Section 8 indicates analogues of
the questions we consider for other Lie types; it compiles information that seems to not
appear in any one place in the literature. Section 9 discusses analogues for other varieties.
Finally, Section 10 provides hints and references for selected exercises.

2. SCHUBERT BASICS

2.1. Grassmannians. We begin with a set-theoretic definition:
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Definition 2.1. The Grassmannian Grk(Cn) is the parameter space7 of k-dimensional planes
in Cn.

2.1.1. A covering by affine spaces. Suppose v⃗1, v⃗2, . . . , v⃗k is a basis of a k-dimensional plane
V . View these vectors as columns of a (n × k)-dimensional matrix M . Column operations
(the analogues of row operations, except performed on columns) on M are changes of
basis and therefore column equivalent matrices represent the same k-plane V . In other
words, one identifies the Grassmannian with a group quotient:

(1) Grk(Cn) = (Matn×k − {M ∈ Matn×k : rank(M) < k}) /GLk,

where Matn×k is the set of n × k dimensional matrices and the quotient is by GLk acting
on the right by matrix multiplication.

When first studying linear algebra, column reduction is done to make rows 1, 2, . . . , k
the pivot rows if possible. However, there is no particular reason besides convenience for
this ordering.8 Rather, let Sk,n be the set of k-subsets of [n] := {1, 2, . . . , n}, and given any

I := {i1 < i2 < . . . < ik} ∈ Sk,n,

we can think of the rows in I as the “first” rows and attempt to column reduce M so that
the rows in I are pivot rows and the remaining rows are free rows.

Now, let UI be the set of all n×k matrices [xI
ab] such that xI

ic,c = 1 for all c with 1 ≤ c ≤ k

and xI
ic,d

= 0 for all c ̸= d with 1 ≤ c, d ≤ k. Each UI can be canonically identified with
Ck(n−k) with coordinates xI

ab for a ̸∈ I , 1 ≤ b ≤ k. The uniqueness of reduced column
echelon form tells us the following:

Theorem 2.2. Given any I ∈ Sk,n, each matrix in UI represents a distinct k-plane V . Hence, we
can identify UI with a subset of Grk(Cn).

Since for any k-plane V and any choice of basis for V , the matrix M has full rank, there
is some set of rows I such that M can be column reduced with pivots in I . Hence the
sets UI cover Grk(Cn). Each UI is a chart, and together they form an atlas for Grk(Cn)
considered as a manifold.

Example 2.3. For Gr2(C4), the atlas consists of:

U34 =


∗ ∗
∗ ∗
1 0
0 1

 , U24 =


∗ ∗
1 0
∗ ∗
0 1

 , U14 =


1 0
∗ ∗
∗ ∗
0 1

 , U23 =


∗ ∗
1 0
0 1
∗ ∗

 , U13 =


1 0
∗ ∗
0 1
∗ ∗

 , U12 =


1 0
0 1
∗ ∗
∗ ∗

 .

2.1.2. Transition maps; Grassmannians are smooth complex manifolds and algebraic varieties.
Suppose V ∈ UI ∩ UJ . Then V has coordinates xI

ab(V ) when considered as a point in UI

and coordinates xJ
ab(V ) when considered as a point in UJ . By taking a generic matrix in UI

and column reducing it so that the rows in J are pivots, we see that the coordinates xJ
ab are

7A synonym of “parameter space” is “moduli space”. However the latter is typically used in cases where
the points of the space are abstract objects (such as isomorphism classes of curves) rather than objects
embedded in a particular ambient space, as we have here with subspaces of Cn.

8While column operations and column echelon form are probably less familiar to the reader than row
operations and row echelon form, it turns out that the group cosets description of the Grassmannian is
compatible with these conventions.
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rational functions of the coordinates xI
ab. Since rational functions are smooth, this gives

Grk(Cn) the structure of a smooth manifold, and furthermore a complex manifold and a
smooth complex algebraic variety. We give Grk(Cn) the complex topology by declaring
W ⊆ Grk(Cn) to be open if W ∩ UI is open, for all I , as a subset of UI

∼= Ck(n−k), or we
give Grk(Cn) the Zariski topology by declaring W to be open if W ∩ UI is open, for all I ,
in the Zariski topology.

Example 2.4 (Gr2(C4)). Suppose I = {1, 2} and J = {2, 4}. Then the generic matrix in UI

is given by

UI =


1 0
0 1
xI
31 xI

32

xI
41 xI

42

 .

Doing column operations to put pivots in rows 2 and 4 gives

UI =


−xI

42/x
I
41 1/xI

41

1 0
(xI

32x
I
41 − xI

42x
I
31)/x

I
41 xI

31/x
I
41

0 1

 .

This tells us that
xJ
11 = −xI

42/x
I
41,

xJ
12 = 1/xI

41,

xJ
31 = − det

[
xI
31 xI

41

xI
32 xI

42

]
/xI

41,

and
xJ
32 = xI

31/x
I
41.

There is a systematic way to determine these changes of coordinates. Given a k-plane
V , “define” pI(V ) to be the determinant of the k × k submatrix of M using the rows in
I , where M is any matrix whose columns are a basis for V . Now, pI is not well-defined,
since it depends on the choice of basis, but the ratio pI/pJ is well-defined for any I and J
(why?). Now combine the previous sentence with the observation that

xJ
ab = pJ ′/pJ , where J ′ = {j1, . . . , jb−1, a, jb+1, . . . , jk}.

(The set J ′ might not be correctly ordered; it should be considered as an oriented set, so
that we reorder it by some permutation and multiply by the sign of the permutation.)

Exercise 2.5. Find the change of coordinates for I = {1, 2}, J = {3, 4} by first using column
operations and second by the “systematic” method just described.

2.1.3. Projective algebraic geometry.

Definition 2.6. The complex projective plane Pn is the set of equivalence classes of Cn+1 −
{(0, 0, . . . , 0)} under the equivalence relation ∼ defined by

(x0, x1, . . . , xn) ∼ (x′
0, x

′
1, . . . , x

′
n)

if there exists k ∈ C∗ such that (x′
0, x

′
1, . . . , x

′
n) = k(x0, x1, . . . , xn). That is,

(2) Pn =
(
Cn+1 − {(0, 0, . . . , 0)}

)
/C∗.

Equivalence classes are denoted [x0 : x1 : x2 : · · · : xn].
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Definition 2.7. A projective variety is a subset X of Pn where X is the common solutions
of a system of homogeneous polynomials in x0, x1, . . . , xn.

Exercise 2.8 (The example of P1).
(a) Explain why P1 may be identified with Gr1(C2). Hence Gr1(C2) trivially has the

structure of a projective variety.9

(b) The standard open charts of P1 are

U := {[1 : x1] : x1 ∈ C} and V = {[x0 : 1] : x0 ∈ C}.

Which is U{1} and which is U{2} in the notation of Subsection 2.1.1? What are p{1}, p{2}?
(c) Determine the transition functions between U and V .

In general, the pI are known as Plücker coordinates, and they define an embedding

Grk(Cn) → P(
n
k)−1

V 7→ [p{1,2,3,...,k}(V ) : · · · : pI(V ) : · · · : P{n−k+1,n−k+2,...,n}(V )]

known as the Plücker embedding.

Exercise 2.9. Prove that this map is well-defined, i.e., it does not depend on the choice of
basis for V , and [p{1,2,3,...,k}(V ) : · · · : pI(V ) : · · · : P{n−k+1,n−k+2,...,n}(V )] ∈ P(

n
k)−1.

We already established that Grk(Cn) is an algebraic variety, hence the Plücker embed-
ding is a map in the algebraic category. The map establishes that Grk(Cn) has the structure
of a projective algebraic variety. There are relations between the coordinates {pI} known
as the Plücker relations generating the ideal defining the image. No such relations occur in
the case of Gr1(C2) = P1. In the case of Gr2(C4) there is one relation:

p{1,2}p{3,4} − p{1,3}p{2,4} + p{1,4}p{2,3} = 0.

While part of the canon of Schubert varieties, we will actually not make use of these
relations, so we refer the reader to [KL72] and [H95, Lecture 6] for further reading. As
in Exercise 2.8, each chart UI is (the pullback of) the intersection of the image with the
standard chart of P(

n
k)−1 where pI ̸= 0.

2.1.4. Schubert cells and varieties. Once again fix an ordering of rows for column reduc-
tion. We reduce from bottom to top and right to left, trying to make the bottom right (or
southeastmost) entry the first pivot, with our pivots going from southeast to northwest.
Given a k-plane V , by uniqueness of reduced column echelon form, the set of pivot rows
does not depend on the basis originally chosen for V . Let X◦

I ⊆ Grk(Cn) be the subset
of points corresponding to k-planes whose set of pivot rows is I . The sets X◦

I are called
Schubert cells. The Grassmannian is the disjoint union of its Schubert cells.

Exercise 2.10. Continuing Exercise 2.8, describe the Schubert cells of P1 = Gr1(C2).

Example 2.11. In the case of Gr2(C4), the Schubert cells are as follows:

X◦
34 =


∗ ∗
∗ ∗
1 0
0 1

 , X◦
24 =


∗ ∗
1 0
0 ∗
0 1

 , X◦
14 =


1 0
0 ∗
0 ∗
0 1

 , X◦
23 =


∗ ∗
1 0
0 1
0 0

 , X◦
13 =


1 0
0 ∗
0 1
0 0

 , X◦
12 =


1 0
0 1
0 0
0 0

 .

9Similarly, Pn can be identified with Gr1(Cn+1) and (2) is a special case of (1).
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Exercise 2.12. Show that dim(X◦
I ) =

∑k
a=1(ia − a).

Exercise 2.13. Let Fq is the finite field of order q = pk where p a prime. Show that the
number of points of Grk(Fn

q ) is the q-binomial coefficient
[
n
k

]
q
:= [n]q !

[k]q ![n−k]q !
, where [i]q :=

1 + q + q2 + · · ·+ qi−1 and [i]q! := [1]q[2]q · · · [i]q.10

Definition 2.14. Bruhat order on Sk,n is the partial order obtained by declaring that, if
I = {i1 < i2 < · · · < ik} and J = {j1 < j2 < · · · < jk}, then I ≤ J if ia ≤ ja for all a,
1 ≤ a ≤ k.

Exercise 2.15. Show that
X◦

I = UI \
⋃
J ̸≤I

UJ .

An equivalent, more succinct, way to define Schubert cells is as follows.

Definition 2.16. A complete flag in Cn is a nested sequence of subspaces

F• = F1 ⊊ F2 ⊊ · · · ⊊ Fn−1

of Cn, with dim(Vi) = i for all i.

It is convenient to set Ei to be the subspace spanned by the e⃗1, e⃗2, . . . , e⃗i where e⃗t is the
t-th standard basis element, and E• = E1 ⊊ · · · ⊊ En−1. The flag E• is called the standard
flag.

Definition 2.17. To each I ∈ Sk,n, the Schubert cell is

X◦
I := {V ∈ Grk(Cn) : dim(V ∩ Et) = #([t] ∩ I), 1 ≤ t ≤ n}.

Each subspace V intersects the flag E• in some specific sequence of dimensions, so

(3) Grk(Cn) =
∐

I∈Sk,n

X◦
I .

Exercise 2.18. Show that (3) agrees with the decomposition described in Example 2.11.

Now we define the main objects of this chapter, the Schubert varieties.

Definition 2.19. The Schubert variety XI is the closure of X◦
I . (The closure in the Zariski

topology or the Euclidean topology from the manifold structure is the same, so we will
ignore this distinction throughout this chapter.)

Proposition 2.20 (Incidence condition description of Schubert varieties).

(1) The Schubert variety XI is a union of Schubert cells as follows:

X :
I =

∐
J≤I

X◦
J ,

where ≤ refers to Bruhat order on Sk,n.

10Exercises 2.12 and 2.13 together imply that the (cohomological) Poincaré polynomial for the Grass-
mannian Pk,n(q) whose coefficient of qk is the number of Schubert cells of codimension k agrees with the
point count of Grk(Fn

q ). This is a (rather trivial) instance of the (now proved) Weil conjectures which relates
cohomology Poincaré polynomials to point counting.
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(2) Therefore, the Schubert variety XI is defined by changing the intersection conditions in
the definition of the Schubert cell from equalities to inequalities. Precisely,

(4) XI = {V ∈ Grk(Cn) : dim(V ∩ Ft) ≥ #([t] ∩ I)}.

Example 2.21. We consider the Schubert variety X24 ⊆ Gr2(C4). It contains all the points
Gr2(C4) other than those in the Schubert cell C34. By the intersection conditions (4),

V ∈ X24 if dim(V ∩ F1) ≥ 0, dim(V ∩ F2) ≥ 1, dim(V ∩ F3) ≥ 1, and dim(V ∩ F4) ≥ 2.

The first and last conditions are vacuous, and the third condition is implied by the second,
so only the second condition is essential to the definition of X24.

Suppose v⃗1, v⃗2 forms a basis for V . Since F2 is spanned by e⃗1 and e⃗2, by the previous
paragraph, V ∈ X24 if and only if the determinant of the matrix whose columns are
v⃗1, v⃗2, e⃗1, e⃗2 is 0, or, equivalently, if p34(V ) = 0.11 We can express this condition in terms of
the local coordinates xI

ab on each open set UI . For example, a subspace V ∈ U12 has as one
basis the columns of 

1 0
0 1

x12
33(V ) x12

34(V )
x12
43(V ) x12

44(V )

 ,

and
V ∈ U12 ∩X24 ⇐⇒ x12

33x
12
44 − x12

34x
12
43 = 0.

Similar arguments work in general and this chapter’s main “principle” is:

One can profitably understand Schubert varieties by study of their
local equations; these local equations define a determinantal variety.

A determinantal variety means one defined by minors (possibly of different sizes) of
some matrix of indeterminants. For specifics on how the Grassmannian examples gener-
alize, see, for example V. Kreiman-V. Lakshmibai [KR04, Section 3.3].

2.1.5. Group cosets. It is useful to realize both the Grassmannian and its Schubert varieties
in terms of a group quotient of GLn. To do this, fix a particular k-plane, such as E =
⟨e⃗1, . . . , e⃗k⟩ and think about the stabilizer P ⊂ GLn of E (where we think of GLn as acting
on the underlying vector space Cn). The subgroup P is one of a class of subgroups known
as parabolic subgroups.

Exercise 2.22. Show that the group of matrices sending E to itself (meaning it sends every
vector in E to some other vector in E) is

P =

(
∗ ∗
0 ∗

)
,

where the “0” block has (n− k) rows and k columns.

By the orbit-stabilizer theorem, Grk(Cn) is identified with GLn/P as sets. The latter is
a homogeneous space in the sense of, e.g., [FH91, Section 23.3]. In fact, the topological and
geometric structure of Grk(Cn) as described in the previous subsectionsagrees with the

11Although pI(V ) itself depends on the choice of a basis for V , whether pI(V ) vanishes does not, since a
change of basis multiplies it by a nonzero scalar.
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topological and geometric structure of this homogeneous space constructed by starting
with G and identifying all the points in the same right P -orbit.

Exercise 2.23. Give a bijection from Grk(Cn) to GLn/P .

The advantage of this group formulation of the Grassmannian is that
it extends naturally to replacing GLn by another algebraic group,
and P with a different parabolic subgroup (the main case being the
complete flag variety below, but see Section 8).

From this perspective, if B ⊂ P is the Borel subgroup of invertible upper triangular matri-
ces, then B acts by left-multiplication on GLn/P with finitely many orbits. Those orbits
are precisely the Schubert cells X◦

I . Each orbit contains a unique T -fixed point, where T
is the maximal torus of invertible n× n matrices. In particular, if I = {i1, . . . , ik}, then XI

is the B-orbit of the T -fixed k-plane WI = ⟨e⃗i1 , e⃗i2 , . . . , e⃗ik⟩. Since each Schubert cell is a
B-orbit, and B is an algebraic group, it provides local isomorphisms between a neighbor-
hood of WI and a neighborhood of any other point in the Schubert cell CI . Thus:

Local properties of a Schubert variety reduce, without loss of gener-
ality, to the study of neighborhoods of its T -fixed points.

2.2. Flag varieties. The focus of this chapter will be the flag variety. In fact:

Most questions about Schubert varieties in the Grassmannian (or any
partial flag variety) can be reduced to questions about Schubert va-
rieties on the complete flag variety.

See [B05, Section 1.2] for justification.

Definition 2.24. The flag variety Flags(Cn) is the parameter space of complete flags in Cn.

2.2.1. Definitions via groups. The group GLn acts transitively on Flags(Cn) since its action
on Cn gives an action on subspaces and hence on flags.

Exercise 2.25. (a) Let E• be the standard flag where Ei = ⟨e⃗1, . . . , e⃗i⟩ for all i. Show that the
stabilizer of Ei is the group B of invertible upper triangular matrices.

(b) Suppose F• is similarly defined with respect to another ordered basis v⃗1, v⃗2, . . . , v⃗n
and the change of basis matrix from the standard basis to this one is g ∈ GLn. What
stabilizes F•?

By the orbit-stabilizer theorem, identify Flags(Cn) with GLn/B. Parallel to the group
quotient viewpoint on the Grassmannian and its Schubert cells, we have:

Definition 2.26. The Schubert cells of GLn/B are the B-orbits under left multiplication.

Let Sn be the symmetric group on [n]. If w ∈ Sn, define the complete flag

(5) E(w)
• = ⟨⃗0⟩ ⊊ ⟨e⃗w(1)⟩ ⊊ ⟨e⃗w(1), e⃗w(2)⟩ ⊊ · · · ⊊ ⟨e⃗w(1), e⃗w(2), · · · , e⃗w(i)⟩ ⊊ · · · ⊊ Cn.

Exercise 2.27. Show that:
(a) Equation (5) gives a bijection between Sn and the T -fixed points of Flags(Cn).
(b) Each B-orbit of GLn/B contains a unique T -fixed point.
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Hence, we have a bijection between Sn and Schubert cells, and we can give the follow-
ing definitions:

Definition 2.28. Given w ∈ Sn, the Schubert cell X◦
w is the B-orbit B · E(w)

• .

Definition 2.29. The Schubert variety Xw is the closure of X◦
w.

2.2.2. Definitions via incidence conditions; Bruhat order. As in the Grassmannian case, we
have descriptions of Schubert cells and Schubert varieties in terms of dimensions of inter-
sections and one in terms of column echelon form for an appropriate matrix. To explain
this, we first define a matrix that encodes these dimensions.

Definition 2.30. Given w ∈ Sn, the rank matrix of w, denoted Rw, is the matrix

Rw := [r(w)
p,q ]

n
p,q=1

where the entry r
(w)
p,q = #{k | k ≤ q, w(k) ≤ p}.

One can picture the rank matrix as follows. First we have the following definition:

Definition 2.31. The permutation matrix of w is

P
(w)
i,j =

{
1 if i = w(j),
0 otherwise.

Then (p, q)-th entry of the rank matrix of w is the number of 1’s in the permutation
matrix P (w) that are weakly northwest (meaning weakly above and weakly to the left) of
(p, q)-th entry.

Proposition 2.32. The Schubert cell is given by

X◦
w = {F• | dim(Ep ∩ Fq) = r(w)

p,q ∀p, q}.

Proof. The T -fixed flag E(w) satisfies the given condition, and the action of B preserves
the condition. □

As in the Grassmannian, the Schubert variety can be defined by relaxing the equalities
to inequalities, so

(6) Xw = {F• | dim(Ep ∩ Fq) ≥ r(w)
p,q ∀p, q}.

Definition 2.33. Bruhat order on Sn is the partial order defined by u ≤ v if r(u)p,q ≤ r
(v)
p,q for

all p, q with 1 ≤ p, q ≤ n.

Combining (6) and Definition 2.33 implies the Bruhat decomposition, a decomposition of
Xw into a disjoint union of Schubert cells:

Xw =
∐
v≤w

X◦
v , where ≤ denotes Bruhat order.

Here are some additional definition and exercises about Sn that we will refer to later.

Definition 2.34. The set of inversions of w ∈ Sn is

Inv(w) = {(i, j) | 1 ≤ i < j ≤ n,w(i) > w(j)}.

10



Definition 2.35. The Coxeter length of w is ℓ(w) := #Inv(w).

Definition 2.36. The unique permutation in Sn of longest length
(
n
2

)
is

w0 := n n− 1 n− 2 · · · 3 2 1.

Exercise 2.37. (a) Bruhat order is also defined as the transitive, reflexive, antisymmetric
closure of the covering relation

u ≤ utij if ℓ(utij) = ℓ(u) + 1

where tij = (i j) is a transposition. Prove the two definitions of Bruhat order agree.
(b) Prove that the covering relation u ≤ utij holds for i < j if and only if w(i) < w(j)

and there does not exist i < k < j such that w(i) < w(k) < w(j).

Exercise 2.38. (a) Prove that the symmetric group has a presentation given by the quotient
of the free group ⟨σ1, . . . , σn−1⟩ by the relations

σ2
i = id, σiσi+1σi = σi+1σiσi+1, and σiσj = σjσi if |i− j| > 1.

(This is the Coxeter group presentation of Sn.)
(b) A factorization w = si1si2 · · · siL into simple transpositions si = (i i + 1) is a re-

duced word for w ∈ Sn if it is of shortest length. Prove that any two such expressions are
connected using the relations from (a).

(c) Prove that the length of any reduced word for w ∈ Sn is ℓ(w).

For more about symmetric groups as Coxeter groups we refer the reader to [BB05].

2.2.3. Covering and transition equations. As with Grassmannians, we can give the flag va-
riety the structure of a complex manifold or complex algebraic variety by providing a
covering by affine charts together with smooth transition functions.

Given a flag F•, write a matrix M such that, for all i, the first i columns of M are a basis
of Fi. Different choices of basis are related by rightward column operations on M , which
correspond to multiplying M on the right by an upper triangular matrix. That is, we only
allow the column operations of adding a multiple of a column to a column to its right
and multiplying a column by a nonzero constant; in particular we do not allow switching
columns, which means that our pivots will not necessarily show up in staircase order.

Given w ∈ Sn, we define an open set

Uw ⊆ Flags(Cn)

as the set of all flags whose matrices can be column reduced (using only the operations
of adding a multiple of a column to a column to its right and multiplying a column by
a nonzero constant) with the pivots being the 1 entries in P (w). Since every invertible
matrix can be column reduced with some set of pivots (and every flag is represented
by an invertible matrix), the open sets Uw for all w ∈ Sn cover Flags(Cn). Moreover, by
uniqueness of reduced column echelon form, we have local coordinate functions x

(w)
ab on

Uw. Furthermore, Cw consists of all points in Uw that are not in Uv for some v ≥ w (in
Bruhat order).

11



Example 2.39. For Flags(C3), the atlas consists of:

U123 =

1 ∗ ∗
0 1 ∗
0 0 1

 , U213 =

0 1 ∗
1 ∗ ∗
0 0 1

 , U132 =

1 ∗ ∗
0 0 1
0 1 ∗

 ,

U231 =

0 0 1
1 ∗ ∗
0 1 ∗

 , U312 =

0 1 ∗
0 0 1
1 ∗ ∗

 , U321 =

0 0 1
0 1 ∗
1 ∗ ∗

 .

We can also pull back Plücker coordinates from Grassmannians as follows. Given a flag
F• = F1 ⊊ · · · ⊊ Fn−1, and a subset I ⊆ [n] with k elements, “define” pI(F•) as pI(Fk).

Exercise 2.40. (a) Show that, on Uw, x(w)
ab is a particular ratio of Plücker coordinates, similar

to the case of Grassmannians (see Section 2.1.2).
(b) Write coordinates on Uv as rational functions of coordinates on Uw, thereby estab-

lishing Flags(Cn) as a complex manifold and as an algebraic variety.

2.2.4. Description of Schubert cells. We can also describe each X◦
w using column echelon

form. Given a flag F•, write a matrix M such that, for all i, the first i columns of M are
a basis of Fi. Here we do column reduction from left to right, making the bottommost
choice of pivot at every step. Then, given a permutation w ∈ Sn, the Schubert cell X◦

w

consists of the flags corresponding to the matrices M whose column echelon form has
pivots at the 1’s in the permutation matrix P (w).

Example 2.41. For Flags(C3), the Schubert cells are:

X◦
123 =

1 0 0
0 1 0
0 0 1

 , X◦
213 =

∗ 1 0
1 0 0
0 0 1

 , X◦
132 =

1 0 0
0 ∗ 1
0 1 0

 ,

X◦
231 =

∗ ∗ 1
1 0 0
0 1 0

 , X◦
312 =

∗ 1 0
∗ 0 1
1 0 0

 , X◦
321 =

∗ ∗ 1
∗ 1 0
1 0 0

 .

Exercise 2.42. For each w ∈ Sn prove that each matrix in the above description of X◦
w is

represents a unique right B coset in BPwB/B. That is, prove this description of X◦
w agrees

with Definition 2.28.

Exercise 2.43. The reduced column echelon form has a potentially nonzero entry at (i, j)
if and only if w(j) > i and w−1(i) > j. This gives a bijection between potentially nonzero
entries and Inv(w).

Exercise 2.43 combined with Definition 2.35 implies

X◦
w
∼= Cℓ(w).

The Schubert cell X◦
w0

= Uw0 is dense in Flags(Cn); it is therefore called the big cell.
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2.2.5. The flag variety as a projective algebraic variety. Recall that in Section 2.2.3 we defined
for each F• ∈ Flags(Cn) and each I ∈ Sk,n the Plücker coordinate pI(F•) to mean pI(Fk).
Viewing Flags(Cn) as a subset of the product of Grassmannians

Gr := Gr1(Cn)×Gr2(Cn)× · · · ×Grn−1(Cn),

we can use the Plücker coordinates to first embed Flags(Cn) into a product of projective
spaces

P := P(
n
1)−1 × P(

n
2)−1 × · · · × P(

n
n−1)−1.

This can be followed up with an embedding of P into a single (very large dimensional!)
projective space P′ using the Segre embedding. In fact, each Uw is the intersection of this
embedding with a standard chart on P′. While one can find local equations for Schubert
varieties using this embedding, we take a different approach in the next section.

2.2.6. Opposite Schubert cells. Schubert cells and varieties are arbitrarily defined in terms
of a choice of reference flag (equivalently, a choice of Borel subgroup B). Having made
the standard choice of B = invertible upper triangular matrices, it will be important in
Section 3 to make use of the “opposite” choice of Borel subgroup, namely, B− = the group
of invertible lower triangular matrices.

Definition 2.44. For w ∈ Sn, the opposite Schubert cell is the B−-orbit

Ω◦
w := B− · E(w)

• ⊆ Flags(Cn) ∼= GLn/B.

The following exercises are about the analogues of statements for Schubert cells.

Exercise 2.45. Show that Ω◦
w is the set of flags whose matrix representatives have reduced

column echelon forms with pivots at the 1’s in Pw when we make the topmost instead of
bottommost choice of pivot at every column. Then deduce that the column echelon form
(with this choice of pivots) of a matrix representing a flag in Ω◦

w has a potentially nonzero
entry at (i, j) if and only if w(j) < i and w−1(i) > j, and hence that Ω◦

w
∼= C(

n
2)−ℓ(w).

By Exercise 2.45, if w = id, the opposite Schubert cell Ω◦
id

∼= C(
n
2)−ℓ(w) is dense in

Flags(Cn). It is called the opposite big cell of Flags(Cn).

Example 2.46. For Flags(C3), the opposite Schubert cells are:

Ω◦
123 =

1 0 0
∗ 1 0
∗ ∗ 1

 ,Ω◦
213 =

0 1 0
1 0 0
∗ ∗ 1

 ,Ω◦
132 =

1 0 0
∗ 0 1
∗ 1 0

 ,

Ω◦
231 =

0 0 1
1 0 0
∗ 1 0

 ,Ω◦
312 =

0 1 0
0 ∗ 1
1 0 0

 ,Ω◦
321 =

0 0 1
0 1 0
1 0 0

 .

Let R̃w be the matrix R̃w := [r̃
(w)
p,q ]np,q=1 where the entry

(7) r̃(w)
p,q = #{k | k ≤ q, w(k) ≥ p}.

Exercise 2.47. Show Ω◦
w = {F• | E(w0)

p ∩ Fq = r̃p,q(w)}, where E
(w0)
p = ⟨en+1−p, . . . , en⟩.

One defines opposite Schubert varieties by Ωw = Ω◦
w. The opposite Schubert cells and

varieties are translates of the usual Schubert cells and varieties: Ω◦
w = Pw0 ·X◦

w0w
.
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3. KAZHDAN-LUSZTIG IDEALS AND VARIETIES

The analogue of the determinantal ideals of Example 2.21 are the
Kazhdan-Lusztig ideals [WY08]. These ideals were introduced to
study affine open neighborhoods of Schubert varieties at a T -fixed
point [KL79].

The opposite big cell Ω◦
id (Definition 2.44) is an affine open neighborhood of Flags(Cn).

Hence vΩ◦
id ∩ Xw is an affine open neighborhood of Xw centered at ev. Suppose X ⊂

Flags(Cn) is any subvariety.

Definition 3.1. The patch of X at any point gB ∈ GLn/B is the affine open neighborhood
gΩ◦

id ∩X .

This lemma of D. Kazhdan-G. Lusztig underpins the approach of the chapter:

Lemma 3.2 (Lemma A.4 of [KL79]). Xw ∩ xΩ◦
id
∼= (Xw ∩ Ω◦

x)× Aℓ(x).

Exercise 3.3. Identify Ω◦
x with the space of matrices described in Section 2.2.6. Futhermore,

identify Aℓ(x) with the space of unit lower triangular matrices m = [mij]
n
i,j=1 for which

mij = 0 (for i > j) unless x(j) > x(i).

(a) Define a map η : Ω◦
x ×Aℓ(x) → xΩ◦

id by η(m, a) = ma (matrix multiplication). Show η
is an isomorphism.

(b) Suppose m ∈ (Xw ∩Ω◦
x), a ∈ Aℓ(x). Show η(m, a) ∈ Xw ∩ xΩ◦

id, and thereby complete
the proof of Lemma 3.2.

By virtue of Lemma 3.2, one can replace the patch Xw ∩ xΩ◦
id with a variety of smaller

dimension, by ignoring the irrelevant affine factor Aℓ(x). That is, it suffices to study:

Definition 3.4. The Kazhdan-Lusztig variety is Nv,w := Xw ∩ Ω◦
v.

Explicit coordinates and equations for Nv,w were investigated in [WY08]. Let Matn×n be
the space of all n × n complex matrices. The coordinate ring is C[z] where z = {zij}ni,j=1

are the functions on the entries of a generic matrix Z. Here

zij = the entry in the i-th row from the bottom, and the j-th column to the left.

Following Section 2.2.6 and in this notation, we identify Ω◦
v as the affine subspace of

Matn×n consisting of matrices Z(v) where zn−v(i)+1,i = 1, and zn−v(i)+1,s = 0, zt,i = 0 for
s > i and t > n − v(i) + 1. Let z(v) ⊆ z be the unspecialized variables. Furthermore, let
Z

(v)
st be the southwest s× t submatrix of Z(v).

Definition 3.5. The Kazhdan-Lusztig ideal is Iv,w ⊂ C[z(v)] generated by all r̃(w)
st + 1 minors

of Z(v)
st where 1 ≤ s, t ≤ n and r̃

(w)
st = #{k | k ≤ q, w(k) ≥ p} as in (7).

Exercise 3.6. Show that Nv,w is set-theoretically cut out by Iv,w. That is, P ∈ Nv,w if and
only if P is a zero of the generators of Iv,w.
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Example 3.7. Let w = 7234615, v = 2136457 (in one line notation). The rank matrix R̃w and
the matrix of variables Z(v) are:

R̃w =



1 2 3 4 5 6 7
1 2 3 4 5 5 6
1 1 2 3 4 4 4
1 1 1 2 3 3 4
1 1 1 1 2 2 3
1 1 1 1 2 2 2
1 1 1 1 1 1 1


, Z(v) =



0 1 0 0 0 0 0
1 0 0 0 0 0 0
z51 z52 1 0 0 0 0
z41 z42 z43 0 1 0 0
z31 z32 z33 0 z35 1 0
z21 z22 z23 1 0 0 0
z11 z12 z13 z14 z15 z16 1


The Kazhdan-Lusztig ideal Iv,w contains among its generators, all 2× 2 minors of Z(v)

52 . It
also has inhomogeneous generators such as

(8)

∣∣∣∣∣∣
z33 0 z35
z23 1 0
z13 z14 z15

∣∣∣∣∣∣ = z33z15 + z35z23z14 − z35z13.

Definition 3.8. We say Iv,w is standard homogeneous if there exist homogeneous polynomi-
als that generate Iv,w. In this case, we also say Nv,w is standard homogeneous.

Exercise 3.9. Find an example of a Kazhdan-Lusztig ideal Iv,w, whose defining generators
(those from Definition 3.5) are not all homogeneous (as in (8)), but which is standard
homogeneous.

Problem 3.10. Classify all (v, w) ∈ Sn × Sn such that Iv,w is standard homogeneous.

For some analysis concerning Problem 3.10, see [WY12, Sections 5.1, 5.2]. For more
recent work on this problem, see [N21, Proposition 6.3].
Exercise 3.11*. Prove that Nv,w

∼= Nv−1,w−1 . That is, all Kazhdan-Lusztig varieties of Xw are
isomorphic to those of Xw−1 . Does Xw

∼= Xw−1 always hold?

Problem 3.12 ([WY08]). Prove or disprove: if [u, v] and [u′, v′] are Bruhat-poset intervals in Sn

and Sn′ respectively such that [u, v] ∼= [u′, v′] (as posets) then Nu,v
∼= Nu′,v′ .

An affirmative answer to Problem 3.12 would have consequences for each of the nu-
merical measures of singularity in this paper.12

Exercise 3.13. Define coordinates and equations for the patch ideal associated to the patch
vΩ◦

id ∩Xw.

The following concept was introduced by W. Fulton [F92]:

Definition 3.14. The Schubert determinantal ideal Iw is defined similarly as Iv,w except that
we replace Z(v) with the matrix Z = (zij).

12As far as we know, little seems known about classifying isomorphism classes of Bruhat intervals, or
efficiency of algorithms to decide if two such intervals are isomorphic. However, a theorem of M. Dyer
[D91] shows that, for any k ∈ N there are only finitely many non-isomorphic intervals [v, w] of height
ℓ(w)− ℓ(v) = k.
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Example 3.15. Let w = 3412, then

R̃w =


1 2 3 4
1 2 2 3
1 2 2 2
0 1 1 1

 , Z =


z41 z42 z43 z44
z31 z32 z33 z34
z21 z22 z23 z24
z11 z12 z13 z14

 , Iw = ⟨z11,

∣∣∣∣∣∣
z31 z32 z33
z21 z22 z23
z11 z12 z13

∣∣∣∣∣∣⟩.
Definition 3.16. The zero-set of Iw in Matn×n is the matrix Schubert variety, denoted Xw.

Exercise 3.17. The Schubert determinantal ideal and matrix Schubert variety are special
cases of their Kazhdan-Lusztig counterparts. (In fact, show this in two different ways.)

Exercise 3.18*. The monomialization of an ideal I , denoted mono(I) is the largest monomial
ideal contained in I . Determine mono(Iw).

4. INTERVAL PATTERN AVOIDANCE

Interval pattern embedding/avoidance gives a universal combina-
torial language to study singularities of Schubert varieties.

We start with the classical notion of permutation pattern avoidance. Let v ∈ Sm and
w ∈ Sn be two permutations, where m ≤ n.

Definition 4.1. The permutation v ∈ Sm embeds in w ∈ Sn if there exist indices 1 ≤ ϕ1 <
ϕ2 < . . . < ϕm ≤ n such that w(ϕ1), w(ϕ2), . . . , w(ϕm) are in the same relative order as
v(1), . . . , v(m).

In other words, we require that w(ϕj) < w(ϕk) ⇐⇒ v(j) < v(k).

Definition 4.2. The permutation w (classically) avoids v if no such embedding exists.

As an interesting warmup exercise, we consider the classes of covexillary and cograss-
mannian permutations.13 Many of the problems we discuss in this chapter are easier in
these special cases, so these classes of permutatiions will be mentioned several times.

Definition 4.3. w ∈ Sn is covexillary if it is 3412-avoiding.

Definition 4.4. w ∈ Sn is cograssmannian if it contains at most one ascent, that is here is at
most one index k such that w(k) < w(k + 1).

The following exercise characterizes covexillary and cograssmannian permutations in
terms of an important combinatorial object associated to a permutation.

Exercise 4.5. (a) Fulton’s essential set is

E(w) = {(i, j) ∈ D(w) : (i, j + 1), (i− 1, k) ̸∈ D(w)}.14

Characterize w covexillary in terms of E(w). Do the same for w cograssmannian.
(b) Prove that if w is cograssmannian then it is covexillary.

13In the literature, vexillary and grassmannian permutations are more commonly used. w ∈ Sn is vexil-
lary (resp. grassmannian) if w0w is covexillary (resp. cograssmannian).

14This is upside down from Fulton’s original definition [F92]. In the literature this is sometimes called
the coessential set.
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The combinatorial notion of pattern avoidance entered the study of Schubert varieties
with the theorem of V. Lakshmibai–B. Sandhya [LS90] mentioned in the introduction.
Although pattern avoidance continued to be used in the study of Schubert varieties, its
appearance was somewhat mysterious until S. Billey–T. Braden [BB03] defined the pat-
tern map and used it to give a geometric explanation for why Xw must be singular if Xv is
singular and v pattern embeds in w.15 The authors gave a characterization of Gorenstein
Schubert varieties using notions based on pattern avoidance in [WY06], but showed that
pattern avoidance cannot be sufficient to characterize Gorenstein Schubert varieties. In
part to explain this appearance of pattern avoidance ideas, the authors showed in [WY08]
that interval pattern avoidance, a generalization of pattern avoidance, suffices to charac-
terize any local property satisfying certain very mild hypotheses. This notion is described
in the remainder of this section.

Let [u, v] and [x,w] be poset intervals in the Bruhat orders on Sm and Sn respectively.

Definition 4.6. The interval [u, v] ⊆ Sm interval pattern embeds in [x,w] ⊆ Sn if there is a
common embedding Φ = (ϕ1, . . . , ϕm) of u into x and v into w, where the entries of x and
w outside of Φ agree, and, furthermore, ℓ(v)− ℓ(u) = ℓ(w)− ℓ(x).

We have the following easy exercise.

Exercise 4.7. Given an interval [u, v] ∈ Sm, a permutation w ∈ Sn, and a sequence of em-
bedding indices Φ = (ϕ1, . . . , ϕm) by which v embeds in w, there is a unique permutation
x such that Φ gives an embedding of u into x and such that the entries of x and w outside
of Φ agree.

In light of Exercise 4.7, we write Φ(u) for this unique permutation x. (Note that the
notation is slightly misleading as w is also required to determine x.)

Exercise 4.8. Let u = 21453 = s3s4s1 and v = 45132 = s2s3s2s4s3s1s2. Note u ≤ v. Now let
Φ be the embedding of v into w = 781295634 where the underlined positions indicate the
embedding. That is, ϕ1 = 1, ϕ2 = 2, ϕ3 = 4, ϕ4 = 6, ϕ5 = 8. Then Φ(u) = 321798654. Check
that [u, v] embeds into [Φ(u), w].

Exercise 4.7 permits us to make the following definition:

Definition 4.9. The interval [u, v] embeds in w if [u, v] embeds in [Φ(u), w].

Exercise 4.10. An embedding Φ of [u, v] into [Φ(u), w] is an interval pattern embedding if
and only if [u, v] and [Φ(u), w] are isomorphic as posets.

Now the following terminology is natural.

Definition 4.11. The permutation w interval pattern avoids [u, v] if there are no interval
pattern embeddings of [u, v] into [x,w] for any x ≤ w.

Note that classical pattern avoidance is indeed a special case of interval avoidance,
since w avoids v if and only if w avoids the interval [v, v].

Exercise 4.12. Let u = 21534 and v = 31524. Construct w that contains v in the classical
sense but interval pattern avoids [u, v].

15The pattern map was also independently defined by N. Bergeron–F. Sottile [BS98] in the context of
Schubert calculus.
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To state the universality theorem for interval pattern avoidance, let S∞ =
⋃

r≥1 Sr be
the infinite symmetric group of permutations on N = {1, 2, 3, . . .} with only finitely many
non-fixed points. Set

S = {[u, v] : u ≤ v in some Sr} ⊆ S∞ × S∞.

Definition 4.13. Define ≺I to be the partial order on S generated by:

(1) [u, v] ≺I [x,w] if there is an interval pattern embedding of [u, v] into [x,w], and
(2) [u, v] ≺I [u

′, v] if u′ ≤ u.

Definition 4.14. An upper order ideal I (under the partial order ≺I) is a subset of S such
that, if [u, v] ∈ I and [u, v] ≺I [x,w], then [x,w] ∈ I.

Definition 4.15. A local algebraic property P of varieties is a semicontinuously stable prop-
erty (SSP) if the set of points at which holds on any variety is a closed subset of that variety,
and the property is preserved under products with affine space.

Exercise 4.16 (“Things only get worse as you move down Bruhat order.”). Prove that if P
is SSP and holds at E(v)

• ∈ Xw then it holds for any E
(v′)
• ∈ Xw where v′ ≤ v in Bruhat

order.

Theorem 4.17. Let P be SSP. The set of intervals {[u, v]} ⊆ S such that P holds at the T -fixed
point Eu

• on the Schubert variety Xv is an upper order ideal IP under ≺.

The following exercise outlines the proof of Theorem 4.17 in [WY12].

Exercise 4.18. Let u, v, w,Φ be as in Exercise 4.8. Identify opposite Schubert cells with
spaces of matrices as in Section 2.2.6.

Let [9] − {ϕ1 < ϕ2 < ϕ3 < ϕ4 < ϕ5} = {ϕ1 < ϕ2 < ϕ3 < ϕ4} be the non-embedding
indices. Define the algebraic map

Ψ : NΦ(u),w → Ω◦
u

as the projection which deletes the columns ϕ1, . . . , ϕ4 and rows w(ϕ1), . . . , w(ϕ4) from an
element g ∈ NΦ(u),w.

(a) For this example, prove Nu,v
∼= NΦ(u),w (isomorphism of algebraic varieties).

(b) Generalizing the reasoning from (a), prove Nu,v
∼= NΦ(u),w whenever [u, v] interval

embeds into [Φ(u), w].
(c) Prove Theorem 4.17 from (b) and Exercise 4.16.

We also wish to characterize Schubert varieties that globally avoid P , or, in other words,
those Schubert varieties for which P does not hold at any point. The following corollary
says that this can be done in terms of interval pattern avoidance.

Corollary 4.19 ([WY08, Corollary 2.7]). Let P be a SSP. Then the set of permutations w such
that P does not hold at any point of Xw is the set of permutations w that avoid all the intervals
[ui, vi] in some (possibly infinite) set AP ⊆ S.

The remainder of this section gives an interesting application of interval pattern avoid-
ance beyond the study of Schubert varieties. We first recall the celebrated Schensted corre-
spondence. This is a bijection

Schensted : Sn
∼−→

⋃
λ

SYT(λ)× SYT(λ),
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where the union is over all integer partitions λ of size n and SYT(λ) is the set of standard
Young tableau of shape λ. This is computed by column inserting the w = w1w2 . . . wn (one-
line notation of w) to produce a pair of tableau (P (w), Q(w)). We refer the reader to, e.g.,
[S99, Chapter 7] for details. However, as an example, w = 31524 inserts as

(
3 , 1

)
→

(
1 3 , 1 2

)
→

(
1 3
5

, 1 2
3

)
→

(
1 3
2 5

, 1 2
3 4

)
→

 1 3
2 5
4

, 1 2
3 4
5

 = (P (w), Q(w)).

(The reader unfamiliar with the correspondence might find it a worthwhile exercise to
decode what the bijection is from the example, and furthermore to prove its correctness.)
The following definition and exercise follow [LM21].

Definition 4.20. x, y ∈ Sn are in the same Kazhdan-Lusztig right cell if P (x) = P (y).

Exercise 4.21*. (a) Given x, y ∈ Sn, there exist v, w ∈ SN for an N ≥ n such that v, w are in
the same right cell, v(i) = w(i) for i ≤ N −n and such that x, y (classically) pattern embed
respectively into v, w in the last n positions.

(b) If furthermore x ≤ y (Bruhat order), Nv,w
∼= Nx,y.

Exercise 4.21 is used to produce infinitely many negative answers to questions in com-
binatorial representation theory [LM21]. Among these is the 0-1 conjecture; see Section 7.7
and specifically Theorem 7.66.

5. COMBINATORIAL COMMUTATIVE ALGEBRA

In this section we introduce concepts from combinatorial commutative algebra to study
properties of Kazhdan-Lusztig ideals. We discuss results from [WY12] that generalize
those of [KM05] in the case of Schubert determinantal ideals. Our presentation follows a
toy running example (Example 5.6 below).

5.1. Gröbner bases. We start with a quick summary of Gröbner bases, as found in, e.g.,
[CLO]. Let R = C[x1, . . . , xn] and I ⊆ R be an ideal.

Definition 5.1. A term order ≺ on R is a total order on the monomials xγ such that:

• 1 ≺ xi for 1 ≤ i ≤ n; and
• if xα ≺ xβ then xα · xγ ≺ xβ · xγ .

Example 5.2. Pure lexicographic order is the term order where xα ≻ xβ if αi > βi for the
smallest i such that αi ̸= βi (if it exists).

Definition 5.3. For f ∈ R, the initial term with respect to the term order ≺, denoted
init≺(f), is the ≺-largest term of f .

Definition 5.4. The initial ideal of I with respect to the term order ≺ is

init≺(I) := {init≺(f) : f ∈ I}.

Definition 5.5. A generating set g1, g2, . . . , gm of I is a Gröbner basis of I with respect to the
term order ≺ if ⟨init≺(gi) : i = 1, . . . ,m⟩ = init≺(I).
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Buchberger’s criterion is a test for deciding if a generating set {g1, . . . , gm} is a Gröbner
basis of I with respect to the term order ≺. When iterated it gives Buchberger’s algorithm
for computing a Gröbner basis for I .

A Gröbner basis describes a “flat” degeneration of R/I to R/init≺(I).
For SSPs (Definition 4.15), R/init≺(I) can only be “worse” than R/I .

For a proper account of the above assertion we point to [E96].

Example 5.6 (The running example). Let R = C[z11, z12, z13, z21, z22, z23, z31, z32, z33] be the
coordinate ring of Mat3×3. Let IEx. 5.6 be generated by the 2 × 2 minors of a generic 3 × 3

matrix

z31 z32 z33
z21 z22 z23
z11 z12 z13

. Let ≺ be the pure lexicographic order with z11 ≺ z12 ≺ z13 ≺ z21 ≺

z22 ≺ z23 ≺ z31 ≺ z32 ≺ z33.
Notice that the initial term of any minor is the “antidiagonal term”. For example,

init≺

(∣∣∣∣z21 z22
z11 z12

∣∣∣∣) = z11z22.

Exercise 5.7. Show that Example 5.6 is a special case of Schubert determinantal ideals and
also a special case of Kazhdan-Lusztig ideals.

Exercise 5.8. Prove that the defining minors of IEx. 5.6 are a Gröbner basis with respect to
the term order ≺.

Therefore,

init≺(IEx. 5.6) = ⟨z11z22, z11z23, z11z32, z11z33, z12z23, z12z33, z21z32, z21z33, z22z33⟩.

Definition 5.9. The radical of an ideal I is
√
I := {g ∈ R : gk ∈ I for some k ≥ 1}. An

ideal is radical if I =
√
I .

An ideal I is radical if it has “no hidden equations”: there does not
exist f ∈ R−I that vanishes on its zero locus V (I). It is often difficult
to prove that an ideal is radical. Since being radical is a semicontin-
uous property, one method is to show init≺(I) is radical.

The first sentence in the principle above is Hilbert’s Nullstellensatz, which formally states
that, if I(V (I)) is the ideal of all polynomials that vanish on V (I), then I(V (J)) =

√
J . If

V (I) = V (
√
I) := X we say that I defines X set-theoretically.

Example 5.10. A non-radical ideal is I = ⟨x2, xy, y2⟩ ⊂ C[x, y]. For example, x ̸∈ I but
x ∈

√
I . Now, V (I) = {(0, 0)}. Both x and y vanish on V (I) but x, y ̸∈ I .

Definition 5.11. A square-free monomial ideal I of a polynomial ring C[x1, . . . , xn] is one that
is generated by square-free monomials.

Example 5.12. It is not obvious from the definition that IEx. 5.6 is radical. However, square-
free monomial ideals are clearly radical, hence I ′Ex. 5.6 := init≺(IEx. 5.6) is radical, and thus
IEx. 5.6 is radical using the principle above.

Example 5.13. The method of proving an ideal I is radical using Gröbner bases is sensitive
to the choice of term order ≺. For example let I = ⟨x1x2 − x2

3⟩ ⊂ C[x1, x2, x3]; this ideal
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is radical. If ≺ is the pure lexicographic order with x1 ≻ x2 ≻ x3 then init≺(I) = ⟨x1x2⟩
is squarefree. On the other hand if ≺′ is the pure lexicographic order with x1 ≺′ x2 ≺′ x3

then init≺′(I) = ⟨x2
3⟩ is not radical and the above principle cannot be applied.

We now explain the generalization of Exercise 5.8 to Kazhdan-Lusztig ideals. Let ≺ be
the pure lexicographic term order on monomials in z(v) induced by

(9) zij ≻ zkl if j > l, or if j = l and i < k.

Theorem 5.14 ([WY12]). The defining minors from Definition 3.5 form a Gröbner basis with
squarefree lead terms for Iv,w ⊆ C[z(v)] with respect to ≺. In particular, Iv,w is radical.

E. Neye [N21] has given another proof of Theorem 5.14 together with a similar Gröbner
basis result for the patch ideal of a Schubert variety.

Exercise 5.15. The Gröbner basis theorem of [KM05] shows that the defining generators of
the Schubert determinantal ideal Iw (Definition 3.14) form a Gröbner basis with respect to
a pure lexicographic order satisfying (9). Prove it, assuming Theorem 5.14.

An antidiagonal term order is one that picks the antidiagonal term of any minor of a
generic matrix.

Problem 5.16. Find a Gröbner basis for Iw under an antidiagonal term order.16

A solution in the case that w is covexillary is found in [KMY09]; see recent develop-
ments in [HPW22, K20, KW21].

Problem 5.17. Find a Gröbner basis for Iv,w under some antidiagonal term order.

5.2. Prime decompositions.

Definition 5.18. An ideal I is prime if ab ∈ I =⇒ a ∈ I or b ∈ I .

Definition 5.19. A prime decomposition of an ideal J is J =
⋂ℓ

t=1 Jt, where each Jt is a
prime ideal and moreover Js ̸⊆ Jt for s ̸= t.

An ideal I ⊂ R will have a prime decomposition if and only if it is radical (which is
the only case that concerns us in this chapter), although all ideals have something more
general called a primary decomposition by the Lasker-Noether theorem [CLO, Section 4.8].
Exercise 5.20*. Prove that Iv,w is prime.

Exercise 5.21. Verify that the prime decomposition of I ′Ex. 5.6 is:

I ′Ex. 5.6 =⟨z11, z12, z21, z22⟩ ∩ ⟨z11, z12, z21, z33⟩ ∩ ⟨z11, z12, z32, z33⟩(10)
⟨z11, z21, z23, z33⟩ ∩ ⟨z11, z23, z32, z33⟩ ∩ ⟨z22, z23, z32, z33⟩.

Geometrically, the prime decomposition (10) shows that V (I ′Ex. 5.6) is equidimensional
(all irreducible components are the same dimension), since all the prime ideals in the de-
composition defines varieties of the same dimension. Equidimensionality is also a prop-
erty holding on closed subsets, so IEx. 5.6 itself is equidimensional (actually, IEx. 5.6 is prime
and hence V (IEx. 5.6) is irreducible, but that is non-obvious to show).

16In the conventions of [KM05] this corresponds to their diagonal term order, whereas our diagonal term
order is their antidiagonal term order (precisely because our convention places z11 in the southwest corner
of the matrix).
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The reader can check (or get) their answer using Macaulay2.17 The commands are:

R=QQ[z11,z12,z13,z21,z22,z23,z31,z32,z33, MonomialOrder=>Lex]

M=matrix({{z31,z32,z33},{z21,z22,z23},{z11,z12,z13}})

I=minors(2,M)

J=gb I

K=ideal leadTerm(J)

P=primaryDecomposition(K)

A semistandard Young tableau of shape is a filling using 1, 2, 3 such that the entries

are weakly increasing along rows, and strictly so along columns. The reader can check
that there are six such tableaux, namely,

1 1
2 2

, 1 1
2 3

, 1 1
3 3

, 1 2
2 3

, 1 2
3 3

, 2 2
3 3

,

which is the number of prime components in the decomposition (10) of I ′Ex. 5.6!

Exercise 5.22. Explain this coincidence of six from the previous paragraph. For each com-
ponent in (5.21), place a + in matrix position (i, j) in in the 3×3 grid if zij appears as a gen-
erator. For example, associated to the component ⟨z11, z23, z32, z33⟩ is the “plus-diagram”

is

 · + +
· · +
+ · ·

. Give a natural bijection between the 6 plus-diagrams and the 6 tableaux.

Exercise 5.22 is a special case of [KM05, Theorem B] which concerns initial ideals of Iw.
There, the objects are not tableaux, but rather pipe dreams naturally label the prime com-
ponents of the initial ideal of Iw. One also sees Exercise 5.22 as a special case [KMY09]. In
[WY12, Theorem 3.2] one obtains the analogous result for Iv,w using pipe dreams defined
on the Rothe diagram D(v).

5.3. Simplicial complexes.

Definition 5.23. An (abstract) simplicial complex ∆ on the set [n] is a collection of subsets
{F} that is closed under taking subsets, that is, if F ∈ ∆ and F ′ ⊆ F then F ′ ∈ ∆. Each
subset F ∈ ∆ is a face. A maximal face under inclusion is a facet.

The Stanley-Reisner correspondence is the bijection between simplical
complexes ∆ and square-free monomial ideals I obtained by assign-
ing to each minimal non-face {i1, . . . , id} a generator xi1xi2 · · ·xid .
This correspondence provides a dictionary between algebra and sim-
plicial topology.

Exercise 5.24. (a) Prove that the Stanley-Reisner correspondence is indeed a bijection.
(b) Apply the Stanley-Reisner correspondence to the square-free monomial ideal I ′Ex. 5.6.

Show that the resulting simplicial complex ∆Ex. 5.6 has six facets. How does this corre-
spond to the six tableaux from Exercise 5.22?

The simplicial complex of Exercise 5.24 is an example of a subword complex [KM04].
Instances of these complexes are the Stanley-Reisner complexes found in [KM05, KMY09,
WY12]. A related but different notion is that of tableau complexes [KMY08].

17Macaulay2 code for exploring Kazhdan-Lusztig varieties is available at the authors’ websites.
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5.4. Multigradings and Hilbert series. Our reference for this subsection is [MS05].

Definition 5.25. A Zr-multigrading on R is defined by a degree map deg : Nn → Zr where
N = {0, 1, 2, . . .}. This map is assumed to be additive, so, for all α, β ∈ Nn,

deg(α + β) = deg(α) + deg(β).

The multigrading assigns to each monomial
∏n

i=1 x
ui
i ∈ R the multidegree deg(u1, . . . , un) ∈

Zr.

The additivity condition means that we have a decomposition

R =
⊕
a∈Zr

Ra

where Ra is the vector space (over C) spanned by monomials of multidegree a, and this
decomposition is graded, meaning hat, if f ∈ Ra, g ∈ Rb then fg ∈ Ra+b, for all a,b ∈ Zr.

Example 5.26. The standard grading is deg : Nn → Z defined by

deg(u1, . . . , un) = u1 + u2 + · · ·+ un.

Definition 5.27. A multigrading deg : Nn → Zr on R is positive if dimC Ra < ∞ for all
a ∈ Zr.

We only use positive multigradings in this chapter. Definition 5.27 is equivalent to a
number of other conditions; see [MS05, Theorem 8.6].

Definition 5.28. A polynomial f =
∑

α∈Nr cαx
α ∈ R is homogeneous if f ∈ Ra for some

a ∈ Zr. An ideal I of R is homogeneous if it is generated by homogeneous elements.

Suppose S = R/I where I is homogeneous and R is positively multigraded. For a ∈ Zr,
let Sa ⊂ S be the vector subspace spanned by (equivalence classes) of monomials of
degree a. Thus

(11) S =
⊕
a∈Zr

Sa.

It is true [MS05, Section 8.1-8.2] that in this situation, dimC(Sa) < ∞. Therefore the fol-
lowing definition makes sense:

Definition 5.29. The Hilbert series of S (with respect to a positive multigrading deg) is

Hilb(S; t) =
∑
a∈Zr

dim(Sa)t
a,

where t = {t1, . . . , tr} and ta := ta1
1 · · · tar

r .

Theorem 5.30 ([MS05, Theorem 8.20]). Let R = C[x1, . . . , xn] be a positive multigraded ring
with grading deg : Nn → Zr, and let I be a homogeneous ideal of R. Then

Hilb(R/I; t) =
K(R/I; t1, . . . , tr)∏n

i=1(1− tdeg(xi))
,

where K(R/I; t1, . . . , tr) ∈ Z[t1, . . . , tr].

For an explanation for why one sees a “fractional form” expression for Hilbert series,
we need the notion of free resolutions as discussed in the next section. See Exercise 6.10.
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Definition 5.31. Under the hypotheses of R/I , the polynomial K(R/I; t) is the K-polynomial.
The multidegree C(R/I; t) ∈ Z[t1, . . . , tr] is the polynomial obtained by taking the lowest
(total) degree terms of K(R/I; 1− t1, . . . , 1− tr).

While the K-polynomial is equivalent to the information encoded in
the Hilbert series, the multidegree only tracks information about the
highest dimensional components of V (I) ⊂ Cn.

Exercise 5.32. (a) If R is standard graded, how many monomials are there of degree k?
(b) Show that

Hilb(R; t1, . . . , tr) =
1

(1− tdeg(x1)) · · · (1− tdeg(xn))
.

Gröbner bases preserve multigraded Hilbert series:

Theorem 5.33 ([MS05, Theorem 8.36]). Let R be a positive multigraded ring and I a homoge-
neous ideal. Then init≺ is (trivially) homogeneous with respect to the same grading, and

Hilb(R/I; t) = Hilb(R/init≺(I); t).

Exercise 5.34. Let R = C[z11, z12, z21, z22] with the the multigrading deg : N4 → Z4 that
assigns z11, z12, z21, z22 the multidegrees e⃗1−e⃗3, e⃗1−e⃗4, e⃗2−e⃗3, e⃗2−e⃗4. Let I = ⟨z11z22−z12z21⟩
and S = R/I .

(a) Show that the multigrading is positive.
(b) Check that I is homogeneous.
(c) What is a vector space basis for S(1,0,−1,0)? How about S(1,1,−1,−1)?
(d) Pick a term order ≺ such that init≺(z11z22 − z12z21) = z11z22. Clearly, {z11z22 − z12z21}

is a Gröbner basis with respect to ≺. Let I ′ = init≺(I) = ⟨z11z22⟩. Let S ′ = R/I ′. Confirm
Theorem 5.33 makes sense by computing the dimensions of S ′

(1,0,−1,0) and S ′
(1,1,−1,−1).

(e) Repeat (d) with a term ≺ such that init≺(z11z22 − z12z21) = z12z21. Let I ′′ be the initial
ideal and S ′′ = R/I ′′.

(f) Let t = (x1, x2, y1, y2). Show that

Hilb(S ′; t) =
(1− x1

y1
) + (1− x2

y2
)− (1− x1

y1
)(1− x2

y2
)

(1− x1

y1
)(1− x1

y2
)(1− x2

y1
)(1− x2

y2
)

and

Hilb(S ′′, t) =
(1− x1

y2
) + (1− x2

y1
)− (1− x1

y2
)(1− x2

y1
)

(1− x1

y1
)(1− x1

y2
)(1− x2

y1
)(1− x2

y2
)

.

Notive Hilb(S ′, t) = Hilb(S ′′, t) (and hence, by Theorem 5.33 both equal Hilb(S; t)).

We now complete our discussion of Example 5.6. This exercise is similar to, but more
complicated than, Exercise 5.34.

Exercise 5.35. Define a (positive) multigrading by deg(zij) = e⃗i − e⃗j ∈ Z6. Here we let
t = (x1, x2, x3, y1, y2, y3).

(a) Show that IEx. 5.6 is homogeneous with respect to this grading.
(b) Compute Hilb(R/IEx. 5.6; t). (Hard)
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(c) Show that C(R/IEx. 5.6) =
∑

P wt(P ), where the sum is over the six plus diagrams
from Exercise 5.22 and

wt(P ) =
∏

+ in position (i, j)

xi − yj.

For instance, for the plus diagram P depicted in Example 5.22, wt(P ) = (x1 − y1)(x2 −
y3)(x3 − y2)(x3 − y3).

That is, the multidegree is the generating series over the plus diagrams.

Proposition 5.36. Let e⃗1, . . . , e⃗n be the standard basis vectors in Zn. Fix v ∈ Sn, and let w ∈ Sn

satisfy v ≤ w. The ideal Iv,w is homogeneous under the multigrading deg(zij) = ev(j) − en−i+1

for each zij in z(v).

Exercise 5.37. Prove Proposition 5.36.

The reader may ask where do the gradings from Exercise 5.34/Exercise 5.35 and Propo-
sition 5.36 come from? For the one from Exercise 5.34, it comes from the action of the
(C∗)2×(C∗)2 algebraic torus18 where the left factor acts by scaling rows of a 2×2 matrix and
the right factor acts by scaling columns (by inverse). One similarly has a (C∗)3 × (C∗)3 ac-
tion for Exercise 5.35. In the case of Proposition 5.36, it comes from the left-multiplication
action of T on Nv,w. More generally, the action of an algebraic torus T = (C∗)r on a affine
variety V makes its coordinate ring C[V ] = R/I a T -module. The degree of a variable
z ∈ C[V ] is precisely the torus character χ(t1, . . . , tr) acting on the one-dimensional repre-
sentation spanned by z.

In order to state a formula for the multigraded Hilbert series of S = R/Iv,w, we need to
introduce a family of polynomials of significant interest in algebraic combinatorics. Let
x = {x1, x2, . . .} and y = {y1, y2, . . .} be two countable collections of indeterminates. Let
Pol be the set of Laurent polynomials in x,y with integer coefficients.

Definition 5.38. The isobaric divided difference operator

πi : Pol → Pol

f 7→ xi+1f(· · · , xi, xi+1, · · · )− xif(· · · , xi+1, xi, · · · )
xi+1 − xi

.

Exercise 5.39. Verify that π(f) is indeed in Pol.

Definition 5.40. The Grothendieck polynomials Gw(x,y) are defined for each w ∈ Sn by the
following recurrence. If w = w0 then

Gw0 :=
∏

i+j≤n

1− xi

yj
.

Otherwise there exists 1 ≤ k < n such that w(k) < w(k + 1) and

Gw = πi(Gwti i+1
).

Example 5.41. For n = 3,

Gw0 =

(
1− x1

y1

)(
1− x1

y2

)(
1− x2

y1

)
.

18which means an algebraic group isomorphic to (∗C∗)r for some positive integer r
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Hence

G231 = π1Gw0

=
x2

(
1− x1

y1

)(
1− x1

y2

)(
1− x2

y1

)
− x1

(
1− x2

y1

)(
1− x2

y2

)(
1− x1

y1

)
x2 − x1

=
(x2 − y1)(x1 − y1)

y22
.

Exercise 5.42. Compute G312 and G132.

Exercise 5.43. (a) Prove that πiπi+1πi = πi+1πiπi+1 and πiπj = πjπi for |i− j| > 1. Now use
Exercise 2.38(a) to conclude that the definition of Gw does not depend on the choice(s) of
k in Definition 5.40.

(b) Show π2
i = πi.

Definition 5.40 was introduced in 1982 by A. Lascoux-M.-P. Schützenberger to study
Schubert calculus of GLn/B. Under appropriate specializations one obtains the Schubert
polynomials (either in both the x and y variables or just the x variables). These polynomials
have numerous non-cancellative formulas and have been the subject of significant interest
in algebraic combinatorics up to present day. We refer to [M01c, K16] for some references
and further background while noting that substantial amounts of even more recent work
has been done (see, e.g., [KW21] and the references therein).

The following shows that, after a substitution, the Grothendieck polynomials are K-
polynomials for Kazhdan-Lusztig ideals.

Theorem 5.44. Let R = C[zij, 1 ≤ i, j ≤ n] and Iv,w be the Kazhdan-Lusztig ideal for v, w ∈ Sn.
The multigraded Hilbert series polynomial of S = R/Iv,w with respect to the positive multigrading
from Proposition 5.36 is given by

Hilb(R/Iv,w, t1, . . . , tn) =
Gw0w(tv(1), . . . , tv(n); tn, tn−1, . . . , t1)∏

1≤i,j≤n(1− tv(j)/tn−i+1)
,

where in the denominator, the product is over all (i, j) such that zij ∈ z(v).

Theorem 5.44 is a reformulation of part of [WY12, Theorem 4.5]. In [WY12], the state-
ment was in terms of specializing “unspecialized Grothendieck polynomials”. An advan-
tage is that one sees the multigradings for Proposition 5.36 and for Exercises 5.34 and 5.35
(which are Schubert determinantal ideals in light disguise) as derived from a specializa-
tion of another multigrading. In [KM05], the “pipe dream” combinatorial formulas for
Grothendieck polynomials (viewed as a K-polynomial) and the Schubert polynomials
(viewed as a multidegree) arise naturally from the Gröbner degeneration and the prime
decomposition of the initial scheme. This may be seen as a generalization of Exercise 5.35
which related the “plus diagrams” to the multidegree for R/IEx. 5.6 (see [KMY09]). In
[WY12] we do the same for the specializations of these polynomials.

Example 5.45. Let v = id, w = 213. Since w0w = 231, using the computation of G231 from
Example 5.41, one obtains that

Hilb(R/Iid,231; t1, t2, t3) =
(t3 − t1)(t3 − t2)/t

2
3

(1− t1
t3
)(1− t1

t2
)(1− t2

t3
)
.

Exercise 5.46. Compute K(R/I132,132; t1, t2, t3).
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6. SYZYGIES AND (MINIMAL) FREE RESOLUTIONS

In order to concretely define the properties of Schubert varieties found in the next sec-
tion, we need the notion of free resolutions. The general theory is covered in [E96], more
specifically in [E05], and in the multigraded case in [MS05]; a recent survey paper is
[FMP16]. We give an exposition of the theory at the level of generality needed in this
chapter.

As in Section 5, we assume R = C[x1, . . . , xn], I ⊆ R is an ideal; treat S = R/I and I as
R-modules.

Definition 6.1. A free resolution of S is an exact sequence of homomorphisms of finitely
generated free R-modules

· · · −→ Fi+1
∂i+1−→ Fi

∂i−→ Fi−1
∂i−1−→ · · · ∂2−→ F1

∂1−→ F0
∂0−→ S −→ 0,

that is im(∂i+1) = ker(∂i) for i ≥ 0. Each of the maps ∂i are the differentials.

If Fi has rank βi then we will think of ∂i as a βi−1 × βi matrix with entries from R.

Definition 6.2. A free resolution is finite if it is of the form

(12) 0 −→ Fn
∂n−→ · · · −→ Fi+1

∂i+1−→ Fi
∂i−→ Fi−1

∂i−1−→ · · · ∂2−→ F1
∂1−→ F0

∂0−→ S −→ 0.

D. Hilbert proved the celebrated result that, as restated in modern language, every
R-module S has a free resolution of length at most n [H90]. Thus, one can study S by
comparison with free modules.

More can be said if one assumes, as we do now, that R has a multigrading deg : Nn → Zr

and I is homogeneous with respect to that grading, so S is multigraded, which means
(11) holds. In what follows we use an “accounting trick” that forces the differentials to be
degree-preserving maps:

Definition 6.3 (Degree shift). For α ∈ Zr let S(−α) be the free R-module of rank 1 such
that S(−α)β = Sβ−α.

We will write:

(13) Fi =
k⊕

j=1

S(−αi,j)

where k is the rank of Fi and each αi,j ∈ Zr.

Definition 6.4. A finite free resolution (12) is multigraded if each of the differentials ∂i are
multigraded R-homomorphisms, i.e., we additionally require that the maps are multide-
gree preserving.

In order to discuss invariants of S/I we need this definition:

Definition 6.5. A finite free resolution (12) is minimal if there are no nonzero constant
entries in ∂i for each i.

If R is positively multigraded, minimal free resolutions exist. Moreover, in this case, a
minimal free resolution is indeed “minimal” in the following sense: the ranks of the free
modules in the complex are as small as possible. The next example explains the ideas
behind the definition, for a determinantal ideal.
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Example 6.6. Let F0 := R = C[z11, z12, z13, z21, z22, z23] with the standard grading. Let I be
the ideal generated by 2× 2 minors of a generic 2× 3 matrix. That is,

I = ⟨z11z22 − z12z21, z11z23 − z13z21, z12z23 − z13z22⟩.

For later reference, notice the generators are minimal (removing any generator changes
the ideal). For now, there is the projection from F0 = R → S.

The kernel of this map is I . Let us encode this fact by defining F1 = S(−2)⊕3 and setting

∂0(f1, f2, f3) = f1(z11z22 − z12z21) + f2(z11z31 − z21z13) + f3(z12z23 − z22z31) ∈ R.

The point of the degree shift “accounting trick” is that if (f1, f2, f3) are homogeneous
polynomials of degree d, i.e., (f1, f2, f3) ∈ (S(−2)⊕3)d+2 then their image is in Rd+2. Finally,
for the record we encode ∂0 as the 1× 3 matrix

∂0 = [z11z22 − z12z21 z11z31 − z21z13 z12z23 − z22z31]

Indeed, im(∂0) = I as desired.
Now, ker(∂1) is non-trivial. That is, there are algebraic relations among the columns of

∂0. Two relations are

z23 · (z11z22 − z12z21)− z22 · (z11z31 − z21z13) + z21 · (z12z23 − z22z31) = 0,

−z13 · (z11z22 − z12z21) + z12 · (z11z31 − z21z13)− z21 · (z12z23 − z22z31) = 0.

These are called the first order syzygies.

Similarly, we encode these relations as columns of a matrix ∂1 :=

 z23 −z13
−z22 z12
z21 −z21

 thought

of as a map from F2 = S(−3)⊕2 to F1 = S(−2)⊕3. The reader can convince themselves that
im(∂1) = ker(∂0) and that ∂1 too is degree-preserving.

Finally, there are no second order syzygies in this case, that is, no algebraic relations
between the columns of ∂1. Hence ker(∂1) is just (0, 0). Thus if we define ∂2 to be the zero
map, we have a graded finite free resolution

0
∂2−→ F2 = S(−3)⊕2 ∂1−→ F1 = S(−2)⊕3 ∂0−→ F0 = R −→ S −→ 0.

Hilbert [H90] proves that this process of determining syzygies, and second order syzy-
gies, followed by third order syzygies, and so on, always terminates after n steps, giving
a graded free-resolution.

The length of a minimal free resolution, and even the ranks (and
degree shifts) of free modules that appear are all invariant, assuming
minimal choices are made throughout.

Exercise 6.7. Let I now be the ideal generated by 2× 2 minors of
[
z21 z22 z23 z24
z11 z12 z13 z14

]
. Here

one does see second order syzygies.
(a) Find a minimal free resolution of S = R/I .
(b) Confirm it using Macaulay 2 as follows:
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R=QQ[z11,z12,z13,z14,z21,z22,z23,z24]

M=matrix{{z21,z22,z23,z24}, {z11,z12,z13,z14}}

rs=res minors(2,M)

rs.dd

Let us summarize with the following theorem:

Theorem 6.8. If R = C[x1, . . . , xn] is positively graded and I a homogeneous ideal. There is a
minimal finite free resolution of the form

0 →
⊕
j

S(−αn,j)⊕βn,j →
⊕
j

S(−αn−1,j)⊕βn−1,j → · · · →
⊕
j

S(−α0,j)⊕β0,j → R → R/I → 0

where n, αi,j ∈ Zr, βi,j ∈ N only depend on R/I .

Definition 6.9. For fixed i, βi :=
∑

j βi,j are the Betti numbers. Each βi,j is a graded Betti
number.

The next exercise explains the appearance of a “fractional form” for Hilbert series (The-
orem 5.30):

Exercise 6.10. (a) Determine Hilb(S(0); t1, . . . , tr), Hilb(S(−α); t1, . . . , tr), and Hilb(Fi; t1, . . . , tr)
where Fi is as in (13).

(b) Suppose R is standard graded and (12) is graded. Give a formula for Hilb(S, t) as an
alternating sum of Hilb(Fi, t).

(c) Now use (a) to show that Hilb(S, t) = K(t)
(1−t)r

for some K(t) ∈ Z[t] and some r ∈ N.

(d) Repeat (b) and (c) for a general multigraded ring.

Exercise 6.11. Use Macaulay2 to compute the graded betti numbers when I = Iv,w is a
Kazhdan-Lusztig ideal, with respect to the positive multigrading from Proposition 5.36.

By Theorem 6.8, the (graded) Betti numbers are invariants of S = R/I (as an R-module).
Their importance can be expressed as follows:

Many important properties of R/I or V (I) are encoded by the
(graded) Betti numbers.

This principle will become evident in Section 7. This motivates the following problem:

Problem 6.12. Determine the Betti numbers (or better yet) a description of the minimal free
resolution for Schubert determinantal ideals (or more generally, Kazhdan-Lusztig varieties).

Problem 6.12 seems very difficult in general. The Betti table is a standard way of orga-
nizing the graded betti numbers. For Schubert determinantal ideals we only know the
number of rows of the Betti table (for the standard grading) [PSW21] and (implicitly) the
values of the first column of this table [GY22]. The latter understanding comes from the
fact that the minimal generators of Iw are determined in ibid; see Exercise 7.23. Only the
special case of k× k minors in a m× n matrix (over characteristic 0) is entirely solved; see
[L78, W03]. A first approximation and possible building block is provided by the Schu-
bert complexes of S. Sam [S11]. In our results about measures of singularities we do not
actually appeal to the minimal free resolution or the Betti numbers, although we will use
the existence to define the problems.
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7. SINGULARITY MEASURES

Definition 7.1. A local ring is a ring R with a unique maximal ideal m; its residue field
is k = R/m. We sometimes denote the local ring by (R,m,k) to keep track of all the
information in the notation.

Let X be a complex variety and p ∈ X . The local ring of X at p, denoted OX,p, consists
of the ring of germs of regular functions defined in some neighborhood of p and regular
at p, the maximal ideal m = mp of regular functions vanishing at p, and k = C. It captures
the local behavior of X at p and is an isomorphism invariant of X and the point p; see
[H77, I.3] for precise definitions. For those readers familiar with these concepts, we do
define properties of algebraic varieties in terms of the local ring, appealing to general
references such as [E96, BH93]. However, we mostly give equivalent definitions, in the
case of Schubert varieties, in terms of Kazhdan-Lusztig ideals. Then we proceed to state
theorems and conjectures that solve (P1) or (P2) using interval pattern avoidance.

7.1. Smoothness.

Definition 7.2. The Zariski cotangent space at p is mp/m
2
p.

The cotangent space is a vector space over the residue field k := R/mp (which is C in
our case).

Definition 7.3. The Zariski tangent space at p in X is
(
mp/m

2
p

)∗ (vector space dual).

Definition 7.4. p ∈ X is smooth if dimC(
(
mp/m

2
p

)∗
) = dimCX .

Since dimC(Xw) = ℓ(w), Xw is smooth at p = E
(v)
• if and only if dimC

(
mp/m

2
p

)∗
= ℓ(w).

Exercise 7.5. Prove that Xw is smooth at E(v)
• if and only if Nv,w is smooth at 0.

We restate the following characterization of V. Lakshmibai–B. Sandhya [LS90] men-
tioned in the introduction:

Theorem 7.6 ([LS90]). Xw is smooth if and only if w avoids the patterns 3412 and 4231.

We refer to [BL00] for a summary of other criteria for determining if Xw is smooth.

The following exercise gives another definition of smoothness of Xw at E(v)
• :

Exercise 7.7 (Jacobian criterion). Given generators g1, g2, . . . , gt of Iv,w, let J be the t×ℓ(w0v)-
size matrix J = ( ∂gi

∂xj
) where x1, x2, . . . , xℓ(w0v) is some ordering of the indeterminates zab in

z(v). Then Xw is smooth at E(v)
• if and only if J is full rank when evaluated at 0.

Exercise 7.8. Apply the Jacobian criterion of Exercise 7.7 to I1234,3412 and I1234,4231 and con-
firm that X3412 and X4231 are singular.

Definition 7.9. The singular locus of a variety X is

sing(X) := {p ∈ X : dim(
(
mp/m

2
p

)∗
) > dimX}.

If Y ⊂ GLn/B is closed and stable under the left-multiplication action by B then

Y =
⋃
u∈I

Xu,
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for some I . In particular, Y = sing(Xw) is closed and B-stable.
The first combinatorial criterion describing sing(Xw) was given by V. Lakshmibai–C. S. Se-

shadri [LS84]:

Theorem 7.10 ([LS84]). Xw is smooth at ev if and only if

R(v, w) := {(i, j) : v < v tij ≤ w} = ℓ(w)− ℓ(v).

As mentioned in the Introduction, a pattern avoidance description of sing(Xw) was con-
jectured by V. Lakshmibai–B. Sandhya [LS90] and proved independently by [BW03, C03,
KLR03, M01a]. In [WY08] we restated the result in terms of interval pattern avoidance.
Let Isingular be the set of pairs (v, w) such that Xw is singular at ev. Below, the segment
“j · · · i” means j, j − 1, j − 2, . . . , i+ 1, i (if j < i then the segment is empty).

Theorem 7.11. The order ideal Isingular in the poset (S,≺I) is minimally generated by the collec-
tion of these families of intervals:

(1)
[
(a+ 1)a · · · 1(a+ b+ 2) · · · (a+ 2), (a+ b+ 2)(a+ 1)a · · · 2(a+ b+ 1) · · · (a+ 2)1

]
for all integers a, b > 0.

(2)
[
(a+ 1) · · · 1(a+ 3)(a+ 2)(a+ b+ 4) · · · (a+ 4), (a+ 3)(a+ 1) · · · 2(a+ b+ 4)1(a+

b+ 3) · · · (a+ 4)(a+ 2)
]

for all integers a, b ≥ 0.
(3)

[
1(a+ 3) · · · 2(a+ 4), (a+ 3)(a+ 4)(a+ 2) · · · 312

]
for all integers a > 1.

Techniques used in the proofs of Theorem 7.11: The proofs by [BW03, KLR03, M01a] are es-
sentially combinatorial and reduce to Theorem 7.10 or an earlier proof by V. Gasharov
of the sufficiency of the conditions. The proof in [C03] is qualitatively different than the
others. It is geometric and proceeds by constructing partial resolutions of singularities of
the Schubert variety.

Exercise 7.12. (a) Use Theorem 7.11 to show that

sing(X461253) = X142653 ∪X241365 ∪X143265.

Now do the same with Theorem 7.10; compare and contrast.
(b) Determine sing(X523614).

Exercise 7.13. Can sing(Xw) = Xid? (That is, can Xw have an isolated singularity?)

Exercise 7.14*. Prove or disprove: Nv,w
∼= Cℓ(w)−ℓ(v) if and only if Xw is smooth at E(v)

• .

Exercise 7.15. Prove that w avoids the families in Theorem 7.11 if and only if w is 3412 and
4231 avoiding.19

7.2. Local complete intersection. Suppose S is a commutative ring. We refer to [BH93]:

Definition 7.16. A regular sequence of S is a sequence s1, s2, . . . , sd ∈ S such that si is not a
zero-divisor on S/(s1, . . . , si−1) for i = 1, 2, . . . , d.

19Theorem 7.6 and Exercise 7.15 shows that when P =“singular” something special happens. The set
of permutations appearing as the top element of intervals in Isingular is the order ideal generated by 4231
and 3412 in the partial order given by classical pattern avoidance, where “u is smaller than v” if u classically
embeds into v.
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Definition 7.17. A local ring (R,m,k) is a local complete intersection (“lci” for short) if there
is a regular local ring (S, n) (that is, dimS/n n/n

2 is the Krull dimension of S) and a regular
sequence s1, . . . , sd of S such that R = S/(s1, . . . , sd).

Definition 7.18. An algebraic variety X is a local complete intersection if each local ring OX,p

of X is lci.

Example 7.19. An affine algebraic variety X of codimension d is a complete intersection if it
can be cut out by d many equations. Such a variety is also a local complete intersection.

The following exercise provides an alternate definition of lci for our purposes.

Exercise 7.20. O
Xw,E

(v)
•

is lci if and only if Nv,w is a complete intersection.

H. Ulfarsson and the first author [WU13] have classified which Xw are lci in terms of
classical pattern avoidance.

Theorem 7.21. Xw is lci if and only if w avoids 53241, 52341, 52431, 35142, 42513, and 351624.

To prove “⇐” of Theorem 7.21, supposing w avoids the stated patterns, it then suffices
by Exercise 7.20 to show that Nid,w is a complete intersection by describing the

(
n
2

)
− ℓ(w)

of generators of Iv,w. For the converse, the authors of [WU13] show that the points E(u)
• in

Conjecture 7.22 below are not lci, and w interval contains one of those intervals whenever
w contains one of the patterns above.

Determination of the non-lci locus of Xw remains open; this was conjectured in loc. cit.:

Conjecture 7.22 ([WU13]). The ideal Inon-lci in the poset (S,≺I). is generated by

(1) [(a + 1)a · · · 1(a + b + 2) · · · (a + 2), (a + b + 2)(a + 1)a · · · 2(a + b + 1) · · · (a + 2)1],
where a, b > 0 and a > 1 or b > 1; and

(2) [(a+1) · · · 1(a+3)(a+2)(a+ b+4) · · · (a+4), (a+3)(a+1) · · · 2(a+ b+4)1(a+ b+
3) · · · (a+ 4)(a+ 2)], where a, b ≥ 0 and a+ b ≥ 1.

as well as eleven exceptional cases:

[21354, 52341], [132546, 351624], [421653, 642531], [326154, 635241],

[215436, 526314], [215436, 524613], [143265, 364152], [143265, 461352], [215436, 526413],

[143265, 463152], [2154376, 5274163].

Exercise 7.23. (a) Prove that the Schubert determinantal ideal Iw is generated by all rwst + 1
minors of Zst where (s, t) ∈ E(w) (Fulton’s essential set, as defined in Exercise 4.5(a).)

(b) Give an example to show that the generators from (a) are indeed fewer than the full
set of generators from Definition 3.14.

(c) Show by example that the set of generators of Iw from (a) is not minimal in general,
i.e., Iw is generated by a strictly smaller subset.

The next exercise is the content of [GY22]:
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Exercise 7.24*. (a) Determine a minimal list of generators for Iw.
(b) Use a solution to (a) to classify which matrix Schubert varieties are lci.
A solution to Exercise 7.24(a) for the more general case of Kazhdan-Lusztig ideals

should resolve Conjecture 7.22.

Problem 7.25. Give a minimal list of generators for Iv,w.

S. Gao–Y. Gao (private communication) have reported solutions to this problem (and
hence proved Conjecture 7.22) in the special cases where v is 123-avoiding and where w
is covexillary.

7.3. Gorensteinness. For those readers who have the requisite preparation in commuta-
tive algebra, recall:

Definition 7.26. A local ring (R,m,k) is Cohen-Macaulay if ExtiR(k, R) = 0 for i ≤ dimR.
It is Gorenstein if, in addition, dimk Ext

dimR
R (k, R) = 1.

Definition 7.27. A variety is Cohen-Macaulay (respectively Gorenstein) if the local ring
at every point is Cohen-Macaulay (respectively Gorenstein).

A reference for both definitions is [BH93].
All Schubert varieties are Cohen-Macaulay. We can determine (or take as a definition

of) Gorensteinness of Schubert varieties using the Kazhdan-Lusztig ideals as follows.

Proposition 7.28. Xw is Gorenstein at E(v)
• if the last Betti number of the minimal free resolution

of R/Iv,w (computed with respect to the positive grading from the natural T -action) is 1.

Example 7.29 ([WY08, Example 2.8]). X42513 ⊆ Flags(C5) is not Gorenstein (the reader
can verify this, for example, using Proposition 7.28 and a solution to Exercise 6.11). Now,
42513 embeds into 526413 at the indicated positions. Yet X526413 ⊆ Flags(C6) is Gorenstein.
The conclusion is that it is impossible to characterize Gorenstein Schubert varieties purely
using classical pattern avoidance.

Theorem 7.30 ([WY06, WY08]). The Schubert variety Xw is Gorenstein if and only if w avoids
the following intervals

(1)
[
(a+ 1)a · · · 1(a+ b+ 2) · · · (a+ 2), (a+ b+ 2)(a+ 1)a · · · 2(a+ b+ 1) · · · (a+ 2)1

]
for all integers a, b > 0 such that a ̸= b.

(2)
[
(a+ 1) · · · 1(a+ 3)(a+ 2)(a+ b+ 4) · · · (a+ 4), (a+ 3)(a+ 1) · · · 2(a+ b+ 4)1(a+

b+ 3) · · · (a+ 4)(a+ 2)
]

for all integers a, b ≥ 0, with either a > 0 or b > 0.

Equivalently, Xw is Gorenstein if and only if the generic points of its singular locus are.

Observe that Theorem 7.30(1) is nearly Theorem 7.11(1) and Theorem 7.30(2) is nearly
Theorem 7.11(2).

Conjecture 7.31. The order ideal Inot Gorenstein in the poset (S,≺I). is generated by the families
(1) and (2) from Theorem 7.30.
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Exercise 7.32*. Prove that Conjecture 7.31 is equivalent to the following claim: E(v)
• ∈ Xw

is non-Gorenstein if and only if v ≤ v′ where Xv′ is an irreducible component of sing(Xw)

and Xw is non-Gorenstein at E(v′)
• .

Conjecture 7.31 is true for n ≤ 6. N. Perrin proved [P07] that Conjecture 7.31 holds on
the class of Grassmannian Schubert varieties. These are Schubert varieties Xw where w
is cograssmannian. His theorem also includes the case of minuscule Schubert varieties in
other types (see discussion of these varieties in Section 8). More recently, work of S. Da
Silva [D18] describes a “Gorensteinization process” (a partial resolution of singularities)
for a Schubert variety that might prove helpful towards Conjecture 7.31.

Exercise 7.33. In general, one has the following containments of properties of local rings:

regular ⊂ lci ⊂ Gorenstein ⊂ Cohen-Macaulay.

(a) Show that Theorem 7.11, Conjecture 7.31, and Conjecture 7.22 are consistent with
these containments.

(b) Give infinitely many examples of Gorenstein rings that are not lci.

Definition 7.34. The Cohen-Macaulay type of Xw at E(v)
• is the Betti number βn for R/Iv,w.

The Cohen-Macaulay type of Xw is its Cohen-Macaulay type at E(id)
• .

Problem 7.35. Characterize which Xw has CM-type ≥ k.

If the Cohen-Macaulay type is 1 the Schubert variety is Gorenstein, hence the case k =
2 in the Problem 7.35 is asking for a characterization of non-Gorensteinness, which is
answered by Theorem 7.30.

Problem 7.36. Determine the locus of points in Xw at which the CM-type is ≥ k.

Similarly, the case k = 2 is conjecturally answered by Conjecture 7.31.

7.4. Factoriality.

Definition 7.37. A variety is factorial if the local ring at every point is a unique factoriza-
tion domain.

Resolving a conjecture from [WY08], M. Bousquet-Mélou-S. Butler [B-MB07] character-
ized factorial Schubert varieties by the following theorem:

Theorem 7.38 ([B-MB07]). The Schubert variety Xw is factorial if and only if w classically avoids
4231 and interval avoids [3142, 3412].

The considerations that led to Conjecture 7.31 also lead to the following conjecture.

Conjecture 7.39 ([WY08, Conjecture 6.14]). The order ideal Inot factorial in the poset (S,≺I). is
generated by the following families:

(1)
[
(a+ 1)a · · · 1(a+ b+ 2) · · · (a+ 2), (a+ b+ 2)(a+ 1)a · · · 2(a+ b+ 1) · · · (a+ 2)1

]
for all integers a, b > 0.

(2)
[
(a+ 1) · · · 1(a+ 3)(a+ 2)(a+ b+ 4) · · · (a+ 4), (a+ 3)(a+ 1) · · · 2(a+ b+ 4)1(a+

b+ 3) · · · (a+ 4)(a+ 2)
]

for all integers a, b ≥ 0.
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Exercise 7.40. Since regular local rings are unique factorization domains, every smooth
variety is factorial. Furthermore, all unique factorization domains are Gorenstein. Prove
Conjecture 7.39 is consistent with Conjecture 7.31.

We do not have an explicit method to check Conjecture 7.39.

7.5. Tangent cones and Hilbert-Samuel multiplicity. Informally, the degree of a projec-
tive variety X ⊆ Pn is the number of points of intersection of a “generic” plane of dimen-
sion equal to the codim(X).

Definition 7.41. The Hilbert polynomial hS of a standard graded ring S = C[x1, . . . , xn]/I(V )
is the unique polynomial such that for k sufficiently large

hS(k) = dimC Sk

where S =
⊕

k Sk is the graded decomposition of S.

The Hilbert polynomial exists, and moreover deg hS = dim(X). Also if one writes

hS = ad
kd

d!
+ lower degree terms,

the leading coefficient ad is a positive integer.

Definition 7.42. The degree of X is ad.

Let R = C[x1, . . . , xn] and let I ⊂ R be an ideal defining an affine variety X = V (I).

Definition 7.43. The projectivized tangent cone TCp(X) at p = 0 to X = V (I) is the pro-
jective variety of Pn−1 defined by the (standard) homogeneous ideal I generated by the
lowest degree forms of every f ∈ I .

Definition 7.44. The Hilbert-Samuel multiplicity of X = V (I) at p = 0 is the degree of
TCp(X) in Pn−1.

Now suppose X is an arbitrary variety and p ∈ X . We define the projectivized tangent
cone and the Hilbert-Samuel multiplicity of X at p by first choosing an affine open neigh-
borhood around p with coordinates such that p becomes 0 and using the above definitions.
If R is the coordinate ring of the ambient affine space that the affine open neighborhood
sits in, then we define PSp,X(t) to be the graded Hilbert series of R/I . It is true that

(14) PSp,X(t) =
Hp,X(t)

(1− t)dim(X)
,

where Hp,X(t) ∈ Z[t] and moreover, Hp,Y (1) is the Hilbert-Samuel multiplicity of X at p;
see, e.g., [KR05, Theorem 5.4.15].

Hp,Y (1) = 1 if and only if p is a smooth point of X . Larger values of Hp,Y (1) measure
“how singular” X is at p.

Definition 7.45. The Kazhdan-Lusztig tangent cone ideal

Iv,w ⊂ R = C[z(v)]

is the ideal generated by all lowest degree terms of any f ∈ Iv,w.
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This can be explicitly computed using Gröbner bases [WY08, Section 6.5]. In Macaulay2,
one may use the function TangentCone. Let Hv,w(t) = H

E
(v)
• ,Xw

(t).

Proposition 7.46 ([WY08, Section 6.5]). Hv,w(1) = the degree of V (Iv,w).

Problem 7.47. Give a combinatorial counting rule for Hv,w(1).20

More generally, L. Li and the second author conjecture [LY11, LY12] that:

Conjecture 7.48. R/Iv,w is Cohen-Macaulay. Hence Hv,w(t) ∈ N[t].

Problem 7.49. Assuming Hv,w(t) ∈ N[t] (e.g., Conjecture 7.48 holds), give a combinatorial
counting rule for the coefficients of Hv,w(q).

If Iv,w is standard homogeneous then Iv,w = Iv,w (taking the tangent
cone does nothing). Therefore the multiplicity problems when Iv,w
is standard homogeneous can be deduced easily from results about
the Hilbert series of R/Iv,w (Section 5).

This observation about multiplicity was pointed out to us by A. Knutson who noted
this is true whenever v is 123-avoiding. By Exercise 4.5, this this includes the cases that
v is cograssmannian. This corresponds to the cases of multiplicities of Schubert vari-
eties in Grk(Cn) of for which there is earlier work by V. Lakshmibai–J. Weyman [LW90],
J. Rosenthal–A. Zelevinsky [RZ01], V. Kreiman-V. Lakshmibai [KR04], and C. Kratten-
thaler [K05].

In [LY11, LY12], Problem 7.47, Conjecture 7.48, and Problem 7.49 were resolved in the
case that w is covexillary. This case is interesting since Iv,w is not homogeneous with
respect to the standard grading. The argument proceeds by relating the Gröbner de-
generation of Iv,w with respect to an unusual term order to the initial scheme of a ma-
trix Schubert variety, as studied in [KMY09]. Recently, D. Anderson-T. Ikeda-M. Jeon-
R. Kawago [AIJK21] gave a new proof of these results. Their proof geometrically explains
why cograssmannian combinatorics appears in the covexillary formulae of [LY11, LY12].

Let N v,w = Spec(R/Iv,w). D. Fuchs–A. Kirillov–S. Morier-Genoud-V. Ovsienko [FKMO17]
raised (v = id case of) the following question:

Problem 7.50. Which N v,w are isomorphic?

Exercise 7.51. Prove that N v,w
∼= N v−1,w−1 .

Problem 7.52. Determine the generators of the ideal Imultiplicity ≥ k in the poset (S,≺I).

For k = 2, Problem 7.52 is solved by Theorem 7.11 since Xw is smooth at E(v)
• if and only

if Hv,w(1) = 1. A related result is that of K. Meek [M20] who determines which Schubert
varieties Xw have multiplicity ≥ 3 at E(id)

• (and thus globally on Xw).

20A similar sounding, but different, solved problem is to determine the degree of a Schubert variety in
its projective embeddings; see [PS09] and the references therein. More generally, one can think about the
Hilbert polynomial of such an embedding.
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7.6. Castelnuovo-Mumford regularity. Castelnuovo-Mumford regularity is a measure, in
some sense, of the “complexity” of a graded module.21 Suppose R = C[x1, . . . , xN ] and
S = R/J for a standard graded homogeneous ideal J ⊆ R. As in Section 6, S = R/J has
a minimal free resolution

0 →
⊕
j

S(−j)βi,j(S/J) →
⊕
j

S(−j)βi−1,j(S/J) → · · · →
⊕
j

S(−j)β0,j(S/J) → R/J → 0.

Here i ≤ N and S(−j) is the free S-module where degrees of S are shifted by j (Defini-
tion 6.3).

Definition 7.53. Reg(S) := max{j − i : βi,j(S) ̸= 0}.

By Exercise 6.10,

PSR/J(t) =
KR/J(t)

(1− t)N
,

where K(R/J, t) ∈ Z[t]. If R/J is Cohen-Macaulay, then that

(15) Reg(R/J) = degK(R/J, t)− htR(J),

where htR(J) is the height of the ideal J in R. If V (J) is equidimensional (which is
automatic for Cohen-Macaulay modules) then htR(J) is the codimension of the variety
V (J) ⊆ CN .

Work of J. Rajchgot, Y. Ren, C. Robichaux, A. St. Dizier, and A. Weigandt [RRRSW21]
initiated the study of regularity of matrix Schubert varieties and linked it to the degrees
of Grothendieck polynomials. The results of loc. cit. determined the regularity for the
case w is cograssmannian. J. Rajchgot-C. Robichaux-A. Weigandt [RRW22] extended their
formula to covexillary permutations as well as certain Kazhdan-Lusztig ideals Iv,w that
are homogeneous with respect to the standard grading. They also correct (and prove)
a regularity conjecture of M. Kummini-V. Lakshmibai-P. Sastry-C. S. Seshadri [KLSS15].
O. Pechenik-D. Speyer-A. Weigandt [PSW21] have proved a formula for the regularity for
any matrix Schubert variety.

The following problem was formulated in [Y21]:

Problem 7.54. Determine a combinatorial rule for Reg(R/Iv,w).

This would determine the regularity of the tangent cone of Xw at E(v)
• . A solution to

Problem 7.54 would generalize [RRRSW21, RRW22, PSW21].
If Conjecture 7.48 holds, then one could apply (15) and conclude

Conjecture 7.55. Reg(R/I ′v,w) = degHv,w.

Using the covexillary tableau formula of [RRW22], together with work with L. Li [LY11,
LY12], Problem 7.54 and Conjecture 7.55 are resolved for w covexillary [Y21].

21This can be made precise in the sense that regularity gives bounds on the size of a Gröbner basis and
hence on the algorithmic time complexity of various decision problems involving a module.
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7.7. Kazhdan-Lusztig polynomials. Our final measure is of a different flavor than the
others we have considered in that it is a topological rather than algebraic measure and
cannot be easily calculated from the Kazhdan–Lusztig ideal, although in principle it is
determined by it. Yet, it is of such significance that we would be remiss to not discuss it.

For each pair of permutations v, w ∈ Sn with v ≤ w there is the Kazhdan-Lusztig poly-
nomial Pv,w(q) ∈ N[q]. These polynomials first appeared in representation theory, rather
than Schubert geometry, in terms of a certain deformation of the group algebra of Sn

(and more generally that of any Coxeter group). We will follow [H90]; a similar (but not
identical) treatment can also be found in [BB05].

Definition 7.56. The Hecke algebra Hn−1 (of type An−1) is a free module over the ring
Z[q, q−1] with basis given by {Tw : w ∈ W}. It has relations

TsiTw =

{
Tsiw if ℓ(siw) > ℓ(w)

(q − 1)Tw + qTsiw otherwise.

Exercise 7.57. (a) Prove that if si1 · · · siℓ is a reduced word for w (in the sense of Exer-
cise 2.38) then Tw = Tsi1

· · ·Tsiℓ
.

(b) Prove Tid is the identity ”1” of Hn−1.
(c) Prove that (Tsi)

−1 = 1
q
(Ts − (q − 1)Tid).

(d) Conclude there exist polynomials Rx,w ∈ Z[q] of degree ℓ(w)− ℓ(x) such that

(Tw−1)−1 = (−1)ℓ(w)qℓ(w)
∑
x≤w

Rx,w(q)Tx,

where “≤” refers to Bruhat order. (These are called the Kazhdan-Lusztig R-polynomials.)

Define the bar map ·̄ : Hn−1 → Hn−1 by sending q 7→ q−1 and sending Tsi to T−1
si

. Obtain
a semilinear map by extending bar additively. By Exercise 7.57, Tsi = Tsi . Hence bar is a
ring involution given the following computational exercise (or see [H90, Section 7.7]):

Exercise 7.58. Show TsTw = Ts Tw.

Exercise 7.59. (a) By manipulating the expression in Exercise 7.57(c), can you construct an
element Csi such that Csi = Csi?

(b) Now repeat (a) after replacing Z[q, q−1] with Z[q 1
2 , q−

1
2 ].

It is because of Exercise 7.59 that the Hecke algebra is defined often using Z[q 1
2 , q−

1
2 ]

rather than Z[q, q−1]. Neither choice is “standard” and we will assume the former con-
vention below. Now we arrive at the following theorem, the heart of Kazhdan-Lusztig
theory:

Theorem 7.60 ([KL79]). For each w ∈ Sn there is a unique element Cw such that Cw = Cw and
if one writes

Cw = (−1)ℓ(w)
(
q

−1
2

)ℓ(w) ∑
v≤w

(−1)ℓ(x)q−ℓ(x)Pv,w(q)Tv

then

(i) Pv,w(q) ∈ Z[q]

38



(ii) Pw,w(q) = 1

(iii) degPv,w(q) ≤ ℓ(w)−ℓ(v)−1
2

if v < w; and
(iv) Pv,w(q) = 0 if v ̸≤ w.

Exercise 7.61. (a) Confirm that the Csi in Theorem 7.60 agrees with Exercise 7.59(b).

(b) Prove that {Cw : w ∈ Sn} form a Z[q 1
2 , q

−1
2 ]-basis of Hn−1.

(c) There is a simpler looking formulation of Theorem 7.60. Prove there is a basis C ′
w of

Hn−1 (over Z[q 1
2 , q−

1
2 ]) such that

C ′
w =

(
q

−1
2

)ℓ(w) ∑
v≤w

Pv,w(q)Tv.

Definition 7.62. For v, w ∈ Sn, the Kazhdan-Lusztig polynomial is the polynomial Pv,w(q)
from Theorem 7.60.

There is an algorithm for computing the Pv,w assuming knowledge of the R-polynomials.
There is also an explicit recursive definition for Pv,w(q) in [KL79].

For symmetric groups (or more generally, Weyl groups of finite type), it is a surprise
from the above presentation that in fact Pv,w ∈ N[q]. Also surprising is that this positiv-
ity has a geometric/topological explanation in terms of Schubert varieties. In particular,
Pv,w(q) is the Poincaré polynomial for the local intersection cohomology of Xw at E

(v)
•

[KL80]. Thus, Pv,w(q) measures the singularity of E(v)
• ∈ Xw.22 (Give references.)

Definition 7.63. E(v)
• is rationally smooth in Xw if Pv,w(q) = 1.

Rational smoothness and the ordinary notion of smoothness in algebraic geometry do
not coincide. However they do for the symmetric groups (and for ADE types). Thus

Pv,w(q) = 1 ⇐⇒ Xw is smooth at E(v)
• .

Dimensions of local intersection cohomology groups are not in general (upper or lower)
semicontinuous. However, Irving [I88] proved using a representation theoretic interpre-
tation of Kazhdan-Lusztig polynomials that they behave in an upper semicontinuous
manner on Schubert varieties. (A later more geometric proof appears in [BM03].) There-
fore, the coefficients of Kazhdan-Lusztig polynomials, can be analyzed under the rubric
of interval pattern avoidance.

Problem 7.64. Let Pk,ℓ to be the property “the coefficient of qℓ in Pu,v(q) is at least k” (or equiv-
alently “dimC IH

ℓ

E
(v)
•
(Xv) ≥ k”). Determine IPk,ℓ

for various values of k and ℓ.

This is an longstanding, well-known open problem:

Problem 7.65. Give a combinatorial counting rule for the coefficients of Pv,w(q).

22The same proof works for any Weyl group W where one has an underlying Schubert geometry. How-
ever, for general Coxeter groups W this is not true; relatively recently, positivity has been established alge-
braically using Soergel bimodules [EW14].
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To date, such rules are only known in a limited number of cases in type A such as
[BW01, L95]. The latter handles the covexillary case and the subcase where w is Grass-
mannian. Outside of type A and similar results are known for vexillary cases23 and Schu-
bert varieties of minuscule G/P ’s. V. V. Deodhar’s masks give a framework to approach
the problem; see [BW03, JW13].24

Unlike the R-polynomials of Exercise 7.57(d), the degree of Pv,w(q) is not easily deter-
mined. It was for some time conjectured that the coefficient of the term of highest possible
degree (namely, ℓ(w)−ℓ(v)−1

2
) is either 0 or 1. This is the “0-1 Conjecture”.

Theorem 7.66 ([MW03]). The 0-1 Conjecture is true for n ≤ 9 but false for n = 10. Specifically
the top coefficient when w = 10 578293461 and v = 54321 10 98764 is 4.

Counterexamples about Kazhdan-Lusztig polynomials may only oc-
cur for large n.

Recent work of [LM21] (see Exercise 4.21) has strengthened Theorem 7.66, producing
infinitely many counterexamples where v, w are in the same Kazhdan-Lusztig right cell.

It is always true that Pv,w(0) = 1. P. Polo has proved a striking negative result:

Theorem 7.67 ([P99]). Any polynomial p(q) with nonnegative integer coefficients and coefficient
1 is the Kazhdan-Lusztig polynomial for some (explicitly constructed) pair v, w ∈ S1+deg(p)+p(1).

The following is a consequence of Theorem 4.17 (or rather the isomorphism of Kazhdan-
Lusztig varieties that proves it). It can also be observed from the method of T. Braden–
R. Macpherson for calculating Kazhdan–Lusztig polynomials from sheaves on moment
graphs [BM03].

Proposition 7.68 ([WY08]). Suppose [u, v] and [x,w] are isomorphic because of an interval pat-
tern embedding. Then Px,w(q) = Pu,v(q).

Lusztig’s interval conjecture is a stronger claim:

Conjecture 7.69. Pa,b(q) = Pv,w(q) whenever the Bruhat order intervals [a, b] and [v, w] are
isomorphic as posets.

Conjecture 7.69 is discussed with further references in [B03, BB05]. The conjecture
would follow from an affirmative answer to Problem 3.12. In a recent development, Arti-
ficial Intelligence has been employed to attack the conjecture; see [DVB+21, BBDVW21].

Since Kazhdan–Lusztig polynomials are the local intersection cohomology Poincaré
polynomials of Schubert varieties, there is a precise relationship between Kazhdan–Lusztig
elements, considered as elements of the Hecke algebra, and the intersection cohomology
sheaves of Schubert varieties, considered as elements of the category of perverse sheaves.
This is far beyond the scope of our survey; see, e.g., [R04] for further reading.

23In this case there are some analogies between the Kazhdan-Lusztig polynomials and the H-
polynomials; see the discussion in [LY12].

24The structure coefficients expanding products of the C ′
w basis of Hn−1 in the same basis are also positive

Laurent polynomials in q±
1
2 . Another important problem is to find a combinatorial rule that explains this.
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8. ANALOGUES FOR OTHER LIE TYPES

8.1. Background. Rather than working with the flag variety GLn/B, we can replace the
group GLn by an arbitrary complex semisimple Lie group (or indeed an arbitrary semisim-
ple (affine) algebraic group) G. While much of the general background applies, much less
is known about the singularities of Schubert varieties in this more general setting. Of
particular interest are the other families of classical groups, which are G = SO2n+1 (Type
Bn), G = Sp2n (Type Cn), and G = SO2n (Type Dn).25 (The group SON behaves quite
differently if N is odd or even, so those cases are split up.) These groups are commonly
realized as subgroups of GLN (where N = 2n + 1 for type Bn and N = 2n for types Cn

and Dn), but there are many possible choices. We use a choice that has been standard
in work on Schubert varieties since at least the work of S. Billey–M. Haiman [BH95] and
W. Fulton–P. Pragacz [FP98], which have certain advantages that will be outlined below.

Rather than give general abstract definitions, we will give concrete definitions specifi-
cally for each of these families. However, it helps to have an overall picture of the termi-
nology to start; we refer to [BL00, Chapter 2] for a summary of the generalities together
with references. Given a group G, there is a Borel subgroup B and opposite Borel sub-
group B−. Our choice of how to realize these subgroups has the advantage that B and B−
are respectively the subgroups of upper and lower triangular matrices in G. The general-
ized flag variety is G/B. For each group G, there is a finite group W ⊆ G called the Weyl
group that plays the role of Sn in the case G = GLn. Our choice of how to present G also
has the advantage that W will be a subgroup of SN , realized as permutation matrices.

Definition 8.1. For each element w ∈ W , the Schubert cell is

X◦
w := BwB/B.

The opposite Schubert cell is
Ω◦

w := B−wB/B.

The Schubert variety is
Xw := X

◦
w,

and the Kazhdan–Lusztig variety is

Nv,w := Xw ∩ Ω◦
v.

The opposite big cell Ω◦
id is also an affine open neighborhood of G/B. Hence Defini-

tion 3.1 makes sense. Lemma 3.2 also holds in this general setting.26 Therefore, as in the
case G = GLn, singularities of Schubert varieties can be studied by studying Kazhdan–
Lusztig varieties and Kazhdan–Lusztig ideals.

8.2. Kazhdan-Lusztig ideals for the classical groups.

8.2.1. Type Bn. Here the group is G = SO2n+1. In general, one picks a nondegenerate
symmetric bilinear form Q : C2n+1 × C2n+1 → C.

Definition 8.2. G = SO2n+1 ⊆ SL2n+1 is the group of linear transformations M such that
Q(Mv,Mw) = Q(v, w) for all v, w ∈ C2n+1.

25The “types” refer to the Cartan-Killing classification of complex semisimple Lie algebras.
26There is no proof in [KL79], but it follows easily from [H75, Sec. 28.1].
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Different choices of Q give conjugate subgroups. The standard choice for Q is given as
follows, where ei denotes the i-th basis vector:

Q(ei, ej) =

{
1 i+ j = 2n+ 2

0 i+ j ̸= 2n+ 2
.

Let J = [jab] be the matrix with jab = 1 if a+ b = 2n+2 and jab = 0 otherwise. (Pictorially,
this means J has 1’s on the main antidiagonal and 0’s everywhere else.) Then, for our
specific choice of subgroup SO2n+1, we have that a matrix M ∈ SO2n+1 if and only if
MTJM = J .

With this choice of SO2n+1, one identifies the Weyl group WBn as the permutation group

WBn = {w ∈ S2n+1 | w0ww0 = w},
where w0 is the permutation w0 = (2n + 1)(2n) · · · 1 of maximal length in S2n+1. Equiv-
alently, w ∈ WBn if w(i) + w(2n + 2 − i) = 2n + 2 for all i, 1 ≤ i ≤ n + 1. In particular,
w(n+ 1) = n+ 1.

The following is an easy combinatorial exercise about elements of WBn , considered as
permutations:

Exercise 8.3. (a) Given 1 ≤ i < j ≤ 2n+1 we have w(i) > w(j) if and only if w(2n+2−j) >
w(2n+ 2− i).

(b) Given 1 ≤ i < j ≤ 2n + 1 with i + j = 2n + 2, we have w(i) > w(j) if and only if
w(i) > w(n+ 1) > w(j).

Exercise 8.3 gives an intuitive justification for the following definition.

Definition 8.4. The length of w ∈ WBn is

ℓB(w) :=
#{1 ≤ i < j ≤ 2n+ 1 : i+ j ̸= 2n+ 2, w(i) > w(j)}

2
.

The actual justification for this definition is:

Exercise 8.5. Prove that ℓB(w) = dimC(Xw) for the Schubert variety Xw in SO2n+1/B.

We will use the notation ℓA(w) for the length of w considered as a permutation in S2n+1.
Since Lemma 3.2 holds in general, B and B− are still the subgroups of upper and lower

triangular matrices, and WBn is an explicit set of permutation matrices, we can give co-
ordinates for opposite Schubert cells as before, though we can only give set-theoretic
equations for Kazhdan–Lusztig varieties in general.

Given v ∈ WBn , one identifies the opposite Schubert cell Ω◦
v with a subset of Mat2n+1×2n+1

as follows. View ΩA◦
v (formerly called Ω◦

v in Section 2.2.6) as the affine subspace consist-
ing of matrices Z(v,A) where zn−v(i)+1,i = 1, and zn−v(i)+1,s = 0, zt,i = 0 for s > i and
t > n − v(i) + 1. Let z(v,A) ⊆ z be the unspecialized variables. Now let K be the ideal
generated by the (2n+ 1)2 entries of (Z(v,A))TJ(Z

(v,A)
A )− J .

Now let Z(v,A)
st (formerly Z

(v)
st ) be the southwest s× t submatrix of Z(v,A). We can define

I ′v,w as the ideal of C[z(v,A)] generated by all rwst +1 minors of Z(v,A)
st where 1 ≤ s, t ≤ n and

rwst is defined in Definition 2.30. Now we have the following.

Definition 8.6. The large set-theoretic type B Kazhdan-Lusztig ideal is Iv,w = I ′v,w +K.
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Actually, one can define an ideal in a smaller set of variables instead:

Exercise 8.7. If zij ∈ z(v,A), then zv(j),v−1(i) ∈ z(v,A), and there exists a generator f of K
that has zij and zv(j),v−1(i) as its only linear terms. Without loss of generality assume that
j ≤ v−1(i), and let fij denote this generator. Then all variables zi′j′ showing up in fij have
j′ > j or both j′ = j and i′ ≥ i.

In light of Exercise 8.7, we let z(v) ⊆ z(v,A) to be the set of unspecialized variables zij
with j > v−1(i). Then we let Z(v) be the matrix constructed from Z(v,A) by recursively
substituting fij − zij (or fij/2 − zij if i = v(j)) for zij whenever j ≤ v−1(i), starting from
the southwest corner. Now we let Z(v)

st be the southwest s× t submatrix of Z(v) (which is
Z

(v,A)
st with the same substitutions). Then we define the following:

Definition 8.8. The small set-theoretic type B Kazhdan-Lusztig ideal is the ideal Ĩv,w of C[z(v)]
generated by all rwst + 1 minors of Z(v)

st .

Now we have the following isomorphism:

C[z(v,A)]/Iv,w ∼= C[z(v)]/Ĩv,w.

Furthermore, the following is not too difficult, given that B and B− can in fact be iden-
tified with the subsets of upper and lower triangular matrices in SO2n+1.

Exercise 8.9. Show that Nv,w is set theoretically cut out by I ′v,w.

Exercise 8.10. Give examples to show I ′v,w and Ĩv,w are not always radical ideals.

Problem 8.11. Find a set of generators for
√
I ′v,w, or a set of generators for

√
Ĩv,w.

A. Knutson’s [K08] describes Bott-Samelson coordinates for which, under a given term
order, explicitly describes the initial ideal, but does not give the Gröbner basis itself.

8.2.2. Type Cn. Now the group is G = Sp2n. We pick a nondegenerate antisymmetric
bilinear form Q.

Definition 8.12. G = Sp2n ⊂ SL2n is the group of linear transformations M satisfying
Q(Mv,Mw) = Q(v, w) for all v, w ∈ C2n.

The standard choice is given by

Q(ei, ej) =


1 i < j, i+ j = 2n+ 1

−1 i > j, i+ j = 2n+ 1

0 i+ j ̸= 2n+ 1

.

Define a matrix J = [jab] by jab = 1 if a ≤ n and a + b = 2n + 1, jab = −1 a > n and
a + b = 2n + 1, and jab = 0 if a + b ̸= 2n + 1. (Pictorially, J has 1’s on the top half of the
main antidiagonal, −1’s on the bottom half of the main antidiagonal, and 0’s elsewhere.
As in type B, M ∈ Sp2n if and only if MTJM − J = 0.

The Weyl group is the permutation group

WCn = {w ∈ S2n | w0ww0 = w},
where w0 is the permutation w0 = (2n)(2n) · · · 1 of maximal length in S2n. Equivalently,
w ∈ WCn if w(i) + w(2n+ 1− i) = 2n+ 1 for all i, 1 ≤ i ≤ n.
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Definition 8.13. The length for w ∈ WCn is

ℓC(w) :=
#{1 ≤ i < j ≤ 2n : i+ j ̸= 2n+ 1, w(i) > w(j)}

2
+ #{1 ≤ i ≤ n : w(i) < w(2n+ 1− i)}.

We will use the notation ℓA(w) for the length of w considered as a permutation in S2n.
Since Lemma 3.2 holds in general, B and B− are still the subgroups of upper and lower

triangular matrices, and WCn is an explicit set of permutation matrices, we again give
coordinates for opposite Schubert cells as before.

Given v ∈ WCn , we identify the opposite Schubert cell Ω◦
v with a subset of Mat2n×2n. We

define ΩA◦
v (formerly called Ω◦

v in Section 2.2.6) and z(v,A) ⊆ z as before, and again let K
be the ideal generated by the (2n)2 entries of (Z(v,A))TJ(Z

(v,A)
A )− J .

Now let Z(v,A)
st (formerly Z

(v)
st ) be the southwest s× t submatrix of Z(v,A). We can define

I ′v,w as the ideal of C[z(v,A)] generated by all rwst +1 minors of Z(v,A)
st where 1 ≤ s, t ≤ n and

rwst is defined in Definition 2.30. Now we have the following.

Definition 8.14. The large set-theoretic type C Kazhdan-Lusztig ideal is Iv,w = I ′v,w +K.

Exercise 8.7 also holds in this situation (though the polynomials fij are different). Hence,
we let z(v) ⊆ z(v,A) to be the set of unspecialized variables zij with j > v−1(i). Then we let
Z(v) be the matrix constructed from Z(v,A) by recursively substituting fij−zij (or fij/2−zij
if i = v(j)) for zij whenever j ≤ v−1(i), starting from the southwest corner. Finally we let
Z

(v)
st be the southwest s× t submatrix of Z(v) (which is Z(v,A)

st with the same substitutions).
Then we define the following:

Definition 8.15. The small set-theoretic type C Kazhdan-Lusztig ideal is the ideal Ĩv,w of C[z(v)]
generated by all rwst + 1 minors of Z(v)

st .

Now we have the following isomorphism:

C[z(v,A)]/Iv,w ∼= C[z(v)]/Ĩv,w.

For type Cn it follows from [LR08, Prop. 6.1.1.2] that the Kazhdan–Lusztig ideal is
indeed radical. (See also [EFRW21, Prop. 4.12].) In the case where v is 123-avoiding, it
is shown in [EFRW21] that Z(v) is a symmetric matrix (in fact a generic symmetric matrix
with certain entries set to 0) after certain rows and columns consisting of only 1’s and 0’s
are deleted. Furthermore, they show the following.

Theorem 8.16 ([EFRW21]). In the case v is 123-avoiding, the defining minors in Definition 8.15
form a Gröbner basis for Ĩv,w under an appropriate (specified) term order.

One obtains as a consequence a combinatorial commutative algebra proof of the ana-
logue of [WY12, Theorem 4.5] in this case (see the comments after Theorem 5.44). Just
as Theorem 5.44 is related to formulas for (double) Schubert and (double) Grothendieck
polynomials for GLn, it is related to analogous polynomials for all the classical groups
[IMN11, KN17].
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8.2.3. Type Dn. The group here is G = SO2n. The standard choice of nondegenerate sym-
metric form is given by

Q(ei, ej) =

{
1 i+ j = 2n+ 1

0 i+ j ̸= 2n+ 1
.

The Weyl group is

WDn = {w ∈ S2n | w0ww0 = w,#({w(1), . . . , w(n)} ∩ {1, . . . , n}) ≡ 0 (mod 2)}.

One can work as in types Bn and Cn to obtain a Kazhdan–Lusztig ideal, but in this
case the naive choice is neither radical nor even set-theoretically correct! In part, this is
because Bruhat order on WDn is not the restriction of Bruhat order on permutations. It
seems that the kind of results and problems we have discussed for other types are farther
off into the horizon in type Dn.

8.3. Billey–Postnikov pattern avoidance. S. Billey–A. Postnikov [BP05] define a notion
of pattern avoidance based on root subsystems which is now commonly called Billey–
Postnikov avoidance. Their definition is in terms of crystallographic root systems. Rather than
defining root systems here, we instead summarize what their notion says for the classical
groups only. Most of the details translating the general definition in terms of root systems
to the concrete definitions of pattern embeddings below can be found in an unpublished
research report by K. Haenni [H19]. The details for type A are also in the original paper
of Billey and Postnikov [BP05], and details in type B can be found in [W18].

Below, it is important to consider the group the element sits in, not just the element as a
permutation. For example, a permutation w ∈ WCn is distinct from the same permutation
w considered as an element of Sn = WAn−1 . Thus, in the definition below, we write a
Weyl group element as (w,W ), where W indicates the Weyl group we are considering w
to belong to. For simplicity, we call our Weyl groups An, Bn, Cn, and Dn in the definition.

Definition 8.17. Given a classical groups V,W and elements v ∈ V and w ∈ W , we say
(v, V ) (Billey–Postnikov) embeds in (w,W ) if m ≤ n and there exist indices 1 ≤ ϕ1 < ϕ2 <
. . . < ϕm such that any of the following hold:

(1) V = Am−1, W = An−1, ϕm ≤ n and w(ϕ1), . . . , w(ϕm) are in the same relative order
as v(1), . . . , v(m).27

(2) V = Am−1, W = An−1, ϕm ≤ n and w(ϕ1), . . . , w(ϕm) such that w(ϕ1), . . . , w(ϕm) are
in the reverse relative order as v(1), . . . , v(m).28

(3) V = Am−1, W = Bn, ϕm ≤ 2n + 1 and ϕi + ϕj ̸= 2n + 2 for any i, j, where
w(ϕ1), . . . , w(ϕm) are in the same relative order as v(1), . . . , v(m). (In particular,
since ϕi + ϕj ̸= 2n+ 2, we cannot have ϕi = n+ 1 for any i.)

(4) V = Am−1, W = Cn, ϕm ≤ 2n and ϕi+ϕj ̸= 2n+1 for any i, j, where w(ϕ1), . . . , w(ϕm)
are in the same relative order as v(1), . . . , v(m).

(5) V = Am−1, W = Dn, ϕm ≤ 2n and with ϕi + ϕj ̸= 2n + 1 for any i, j, where
w(ϕ1), . . . , w(ϕm) are in the same relative order as v(1), . . . , v(m).

(6) V = Bm, W = Bn, ϕm ≤ n and w(ϕ1), . . . , w(ϕm), w(n+1), w(2n+2−ϕm), . . . , w(2n+
2− ϕ1) are in the same relative order as v(1), . . . , v(2m+ 1).

27This is the same as Definition 4.1.
28This is equivalent to w0vw0 embedding in w according to Definition 4.1.
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(7) V = Cm, W = Cn, ϕm ≤ n and w(ϕ1), . . . , w(ϕm), w(2n+1−ϕm), . . . , w(2n+1−ϕ1)
are in the same relative order as v(1), . . . , v(2m).

(8) V = Dm, W = Dn, ϕm ≤ n and w(ϕ1), . . . , w(ϕm), w(2n+1−ϕm), . . . , w(2n+1−ϕ1)
are in the same relative order as v(1), . . . , v(2m), except that we allow either or both
(a) w(ϕm) and w(2n+1−ϕm) to be in a different order than v(m) and v(m+1), or
(b) w(ϕa) and w(2n+1−ϕa) to be in a different order than v(a) and v(2m+1−a),

where a is whichever of v−1(m) and v−1(m + 1) that is less than or equal to
m.29

(9) There is a Weyl group isomorphism between ϕ : WA3 = S4 → WD3 , so when
considering embeddings of (v, A3) to (w,Dn), one must consider both embeddings
of (v, A3) according to (5) and embeddings of (ϕ(v), D3) according to (8).

(10) There are additional Weyl group automorphisms ϕ1, ϕ2 : WD4 → WD4 , so when
considering embeddings of (v,D4) to (w,Dn), one must consider embeddings of v,
ϕ1(v), and ϕ2(v) according to (8).

Billey–Postnikov avoidance has appeared recently in some purely combinatorial con-
texts, for example in work of C. Gaetz–Y. Gao [GG20] and of the first author [W18].

8.4. Interval pattern avoidance. Using Billey–Postnikov pattern avoidance, the first au-
thor [W10] has extended the results on interval pattern avoidance to arbitrary Lie type.
The proof uses the pattern map of Billey–Braden [BB03] Let [u, v] be a Bruhat interval in
some Weyl group V and [x,w] a Bruhat interval in W .

Definition 8.18. [u, v] interval pattern embeds in [x,w] if there is a common embedding
Φ = (ϕ1, . . . , ϕm) of u into x and v into w, where the entries of x and w outside of Φ agree,
and, furthermore, ℓ(v) − ℓ(u) = ℓ(w) − ℓ(x). (In addition, if V = Dm and W = Dn, the
ways in which the relative orders of v and its embedding in w fail to agree must match
the ways in which the relative orders of u and its embedding in x fail to agree.)

The generalization of Exercise 4.7 holds and hence one can say the following:

Definition 8.19. [u, v] interval pattern embeds in w if [u, v] interval pattern embeds in [Φ(u), w].

Definitions 6.13 and 6.14 can be made verbatim (substituting the set of all (w,W ) where
W is a (classical) Weyl group and w ∈ W for S), and the analogue of Theorem 6.16, and
hence Corollary 6.18, is proved in [W10].

8.5. Singularity classification problems. The question of classifying smooth Schubert
varieties using pattern avoidance (as is done in Theorem 7.6 for type A) is solved in
S. Billey–A. Postnikov’s [BP05] (though most of the work there amounts to restating ear-
lier work of Billey in terms of Billey–Postnikov avoidnce). S. Kumar [K96] has given a
general type algebraic characterization of which points are singular in terms of the nil-
Hecke ring.

Problem 8.20. Determine a combinatorial description of the singular locus of each Schubert va-
riety in SO2n+1/B, Sp2n/B, and SO2n/B.

29For the reader trying to derive this definition from the original definition of Billey and Postnikov, note
that allowing these two cases actually conflates two issues, the Dynkin diagram automorphism of Dn, and
the fact that there is no inversion in Dn between the middle entries. Billey–Postnikov avoidance comes in
two versions, left and right, and how one accounts for the “missing” inversion in Dn differs between these
two versions, but the Dynkin diagram automorphism saves us from having to figure out which is which.
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One defines the Hecke algebra for other types by replacing the role of the symmetric
group Sn in Definition 7.56 with the Weyl group W associated to G. Similarly one defines
Kazhdan-Lusztig polynomials Pv,w(q) for Weyl group elements v, w ∈ W satisfying v ≤ w
in Bruhat order for W . By definition, Xw is rationally smooth at ev if Pv,w(1) = 1. A
theorem of D. Peterson is that smoothness and rational smoothness agree in types ADE.
It is known that in types Bn and Cn, the rational singular locus and the singular locus
differ. While the singular loci differ between types Bn and Cn, their rational singular loci
agree, since the Kazhdan–Lusztig polynomial only depends on the Coxeter group and
not the lengths of the roots. See [BL00].

Problem 8.21. Determine a combinatorial description of the rational singular locus of each Schu-
bert variety in SO2n+1/B (or equivalently) Sp2n/B.

Exercise 8.22*. (cf. Exercise 7.13) Can the (rational) singular locus of Xw be Xid? That is,
can Xw have an isolated singularity?

Even the following special cases are open in general:

Problem 8.23. Solve Problems 8.20 and 8.21 for the case where w has only one ascent30 (where, in
WBn , ascents at i and 2n+ 2− i (for WBn) count only once, and where in WCn and WDn , ascents
at i and 2n+ 1− i also count only once).

For Grassmannians, Problem 8.23 is implicitly solved by A. Zelevinsky [Z83]. For mi-
nuscule parabolic see V. Lakshmibai-J. Weyman [LW90] and M. Brion-P. Polo [BP99].

Insofar as the more general problems (P1) and (P2) are concerned, substantially less is
known about the measures discussed in this paper outside of type A. In most cases, there
are not even conjectures. For example:

Problem 8.24. Determine which Schubert varieties in SO2n+1/B, Sp2n/B, and SO2n/B are
Gorenstein and/or factorial.

The argument used in [WY06, B-MB07] to characterize Gorenstein or factorial Schubert
varieties in type A begins by reducing the problem to finding solutions for a system of lin-
ear equations. This part of the argument extends to all types, but a specific combinatorial
conjecture has eluded us. Note that, while in type A, all solutions to these linear systems
are integral, there are non-integral solutions in type C, so one might separately character-
ize the Schubert varieties that are Q-Gorenstein or Q-factorial. Naturally, one would also
like to describe the non-Gorenstein locus and give a root-system uniform answer for all
Lie types. Since interval pattern avoidance was useful to give answers to Problem 8.24
in type A, it is natural to pursue similar answers in the other types using the generalized
notions of this section.

Since the Kazhdan-Lusztig ideals are hard to get a handle on in types B,C,D, the tan-
gent cones are even more difficult to handle. In Section 7.5 we stated a principle that,
in the good cases where the Kazhdan-Lusztig ideal is standard homogeneous it already
defines the tangent cone. As noted to us by A. Knutson, this is true of any (co)minuscule
G/P . This includes ordinary Grassmannians, as well as all maximal orthogonal and La-
grangian Grassmannians. Hence in all such cases, the Hilbert-Samuel multiplicity at a
T -fixed point can be determined by the K-polynomial associated to that point; see work

30These are the maximal length coset representatives for a maximal standard parabolic subgroup of W .
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of W. Graham-V. Kreiman [GK15, GK17] and the references therein. That said, by analogy
with [RRRSW21] it would be interesting to solve:

Problem 8.25. Determine an explicit, root-system uniform combinatorial rule for the regularity
of a T -fixed point in a (co)minuscule Schubert variety (generalizing the rule of [RRRSW21]).

In the classical types, the Hilbert-Samuel multiplicities [AIJK21] and Kazhdan–Lusztig
polynomials [J21] for covexillary Schubert varieties have been determined, giving ana-
logues of the results of [LY11, LY12] and [L95] respectively. Here, covexillary has a defini-
tion in terms of an analogue of the essential set [AF18], but it is equivalent to w avoiding
3412 as a permutation [AF20]. (This can be rephrased in terms of Billey–Postnikov avoid-
ance, but at the cost of requiring more elements.)

One can go beyond the classical types and study similar questions for exceptional types
and even for infinite dimensional Kac-Moody groups. There has been some significant
work particularlyin affine type A. E. Richmond–W. Slofstra [RS18] have characterized the
smooth Schubert varieties in affine type A, following a characterization of the rationally
smooth Schubert varieties by S. Billey–A. Crites [BC10]. B. Elek–D. Huang [EH22] have
generalized Theorem 5.14 to the affine type A flag variety.

9. REMARKS ABOUT OTHER VARIETIES

One can also use analogues of patches to study other subvarieties of
the flag manifold.

9.1. Richardson varieties. In what follows, one may assume G = GLn, however the
results hold for (partial) flag varieties associated to any complex semisimple Lie group
G (see Section 8).

Definition 9.1. The opposite Schubert variety is Xw := Ω◦
w.

Definition 9.2. The Richardson variety Xw
v is Xv ∩Xw.

It is nonempty provided w ≤ v, and in that case it is an irreducible variety of dimension
ℓ(v)−ℓ(w). It is known to be normal and Cohen-Macaulay. When w = w0, Xw

v = Xv. Thus
Richardson varieties are generalizations of Schubert varieties. Therefore most questions
about singularities of Schubert varieties can be asked of the Richardson varieties.31

The following result of A. Knutson and the authors [KWY13] shows that many of the
problems in fact reduce to the Schubert case. That is:

The patch of Xw
v at a point p is the Cartesian product of Kazhdan-

Lusztig varieties for Xv and Xw at p.

The uniform proof of this result is a generalization of Lemma 3.2. The result has a
number of immediate consequences. For example, it proves that Richardson varieties
are normal, Cohen-Macaulay, and have rational singularities since these properties are
known of the Schubert varieties. It also implies

31The expansion of the cohomology class of the Richardson into the Schubert basis, i.e., [Xw
v ] =∑

u∈W Cw
v,u[Xu] is precisely the topic of Schubert calculus. The coefficients Cw

v,u are nonnegative integers
and it is an open problem for most G/P to give a combinatorial counting rule for them.
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Corollary 9.3. Singlocus(Xv
w) = (Singlocus(Xw) ∩Xv) ∪ (Xw ∩ Singlocus(Xv)).

One also sees that the Hilbert-Samuel multiplicities for Richardson varieties factor:

Corollary 9.4. Let xB ∈ Xv
w.32 Then mult(xB,Xv

w) = mult(xB,Xw) ·mult(xB,Xv).

However, problems about Richardson varieties remain. For example:

Problem 9.5. Determine which Richardson varieties in G/B are Gorenstein?

Problem 9.5 is open for GLn/B, though a solution would follow from a solution to
Conjecture 7.31. For Grassmannians, there is work of C. Darayon (unpublished).

Rather than taking intersections of two Schubert varieties with respect to opposite flags,
one can do the same for a collection of Schubert varieties with respect to a “cyclic permu-
tation” of a reference flag. This is the positroid variety. Recent work of S. Billey-J. Weaver
[BW22] gives a pattern avoidance criterion for smoothness of these varieties in the Grass-
mannian. More finely, one can take the common refinement of n! Bruhat decomposi-
tions with respect to all permutations of a reference flag. This is the matroid stratification
[GGMS87]. However, Mnëv’s Universality theorem implies that for the Grassmannian,
these strata can contain essentially any singularity [M88].

9.2. Peterson and Hessenberg varieties.

Definition 9.6. The Peterson variety is

Petn := {F• ∈ Flags(Cn) : N · Fn ⊂ Fi+1},
where N is the regular, nilpotent n× n matrix consisting of a single Jordan block.

D. Peterson introduced Petn in connection to his study of quantum cohomology of
Flags(Cn). The content of [IY12] is the following:

Using patches one proves a combinatorial description of the singular
locus of Petn, and that Petn is a local complete intersection.

Even for Peterson varieties, singularity problems remain. For example:

Problem 9.7 ([IY12, Section 6]). Determine a combinatorial formula for the Hilbert-Samuel
multliplicities of Petn.

We refer to ibid for further details and references.
Peterson varieties are special cases of Hessenberg varieties. These varieties come in

various generalities, we follow the definition of F. de Mari–C. Procesi–M. A. Shayman
[dMPS92] for Flags(Cn). Let M be any linear operator on Cn. Fix a non-decreasing func-
tion h : [n] → [n] such that h(i) ≥ i for each i ∈ [n]; this is the Hessenberg function.

Definition 9.8. The Hessenberg variety is

Hess(M,h) = {F• ∈ GLn/B : M · Fi ⊆ Fh(i), ∀i ∈ [n]}.

Example 9.9. If M is the identity matrix and h(i) = i then Hess(M,h) = Flags(Cn). □

Example 9.10. If M = N is regular nilpotent and h(i) = i+ 1, Hess(M,h) = Petn. □
32xB need not be a T -fixed point.
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Example 9.11. If N is a nilpotent matrix and h(i) = i then Hess(M,h) is a Springer fiber, an
object of significance in geometric representation theory of the symmetric group.

J. Tymoczko [T06] proves that the Hessenberg variety is “paved by affines”, a conse-
quence of which is a combinatorial formula for the topological Betti numbers of Hess(M,h).
The question of the singularity structure of Hess(M,h) was raised in [IY12, Section 7]. Us-
ing patch ideals, some initial exploration was done in ibid.; see, e.g., later work of H. Abe–
L. Dedieu–F. Galetto–M. Harada [ADGH16] and E. Insko–M. Precup [IP19]. L. Escobar-
M. Precup-J. Shareshian [EPS21] classify Hessenberg varieties that are Schubert varieties.
See that paper for more discussion/references on Hessenberg varieties.

9.3. Spherical symmetric orbit closures.

Definition 9.12. A subgroup K of G is symmetric if K = Gθ is the fixed point subgroup
of an involutive automorphism θ of G. In addition, such a K is spherical if the action of
K on G/B by left-multiplication has finitely many orbits. Such (G,K) are called spherical
symmetric pairs.

Example 9.13. For G = GLn there are three such spherical symmetric subgroups K, namely,
K = On (the orthogonal group), K = Spn (the symplectic group, assuming n is even), and
K = GLp ×GLq (invertible p+ q = n block matrices).

We are interested in the singularities of the (finitely many) K-orbit closures. Once again,
many of the problems that we considered for Schubert varieties are valid for K-orbit
closures. For instance, the following problem is open:

Problem 9.14. Determine the singular locus of the orbit closures for the three spherical symmetric
pairs (GLn, On), (GL2n, Sp2n), (GLn, GLp ×GLq).

The content of [WWY18] is:

It is equivalent to study B-orbits on G/K. On the latter, there is
an analogue of the Kazhdan-Lusztig varieties for the closures in the
case of the pair (GLn, GLp×GLq). The analogue consists of the Mars-
Springer varieties. In addition, one finds an analogue of interval pat-
tern avoidance in this context.

Very few of the results available for Kazhdan-Lusztig varieties are known. We do not
know a Gröbner basis for the Mars-Springer ideals except in some cases for K = Spn [MP22].

9.4. Quiver loci. Our last example does not live in a flag variety, but is nonetheless
closely related to the study of Schubert varieties.

Definition 9.15. A quiver Q is a directed graph. We say that Q is equioriented of type An if
Q is a directed path • → • → • → · · · → • with n vertices.

Definition 9.16. A representation of a quiver Q with dimension vector d = (d1, d2, . . . , dn)

is of the form V1
M1−→ V2

M2−→ · · · Mn−1−→ Vn where Vi is a vector space over C of dimension di
and Mi : Vi → Vi+1 is a linear transformation.
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Definition 9.17. The representation space RepQ(d) of a dimension vector d = (d1, d2, . . . , dn)
is

RepQ(d) :=
∏

a∈arc(Q)

Matd(ha),d(ta)(C)

where arc(Q) is the set of arcs a = ha → ta of Q.

Definition 9.18. The base change group GL(d) of a dimension vector d = (d1, d2, . . . , dn) is

GL(d) :=
∏

v∈vertices(Q)

GLd(v)(C).

GL(d) acts on RepQ(d) as follows: Suppose (M1, . . . ,Mn) ∈ RepQ(d) and g = (g1, . . . , gn) ∈
GL(d) then g · (M1, . . . ,Mn) = (ghaVag

−1
ta )a∈arc(Q).

Definition 9.19. A quiver loci is one of the (finitely many) GL(d)-orbit closures in RepQ(d).

There is a connection to Schubert varieties. A. Zelevinsky [Z85] showed that the quiver
loci for equioriented type An quivers are set-theoretically in bijection with certain open
subsets of a Schubert variety. Lakshmibai-Magyar [LM98] proved this map is a scheme-
theoretic isomorphism.

R. Kinser-J. Rajchgot [KR15] prove that:

For any orientation of a type An quiver, the quiver loci are isomor-
phic to a Kazhdan-Lusztig variety in a partial flag manifold, up to
an explicit smooth factor.

In R. Kinser-A. Knutson-J. Rajchgot [KKR19] by using the above relationship with
Kazhdan-Lusztig varieties together with the Hilbert series theorem of [WY12] to give
a formula for the Hilbert series of quiver loci. It would therefore be interesting to develop
in detail the singularities of quiver loci by reduction to the Schubert variety case.

One can also ask similar questions for quivers of other Dynkin types; we point to,
e.g., [KR21] and the references therein. There, the quiver loci are not related to Kazhdan-
Lusztig varieties but rather an an analogue for symmetric varieties GLp+q/GLp×GLq (see
Section 9.3).

10. HINTS, NOTES, AND REFERENCES FOR SELECTED EXERCISES

Exercise 2.18: In the k = 2, n = 4 case, the rows of the 1’s give the “I”.

Exercise 2.25 For (b), the answer is gBg−1. There is a bijective correspondence between
points in Flags(Cn) and their set of stabilizers B = {gBg−1 : g ∈ GLn}. More generally, all
Borel subgroups (in the general sense of Section 8 are G-conjugate. Hence Flags(Cn) may
be identified with the set of all Borel subgroups of GLn, not privileging one Borel over
another in the description.

Exercise 2.37: For a solution see [M01c, p.63–64].

Exercise 2.38: If Sn is described as the set of permutations of [n] then it is generated by the
simple transpositions si := (i i + 1). Therefore the map that sends σi → si is surjective.
One can write down a “lexicographically smallest” factorization F of w which has length
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ℓ(w). Parts (b) and (c) are asking to show that any reduced word can be “moved” to F by
the relations.

Exercise 2.42: Multiplying by B on the left is an upward row operation and doing so on
the right is a rightward column operation.

Exercise 3.3: If x = 3421, (a) is saying
0 0 0 1
0 0 1 0
1 0 0 0
∗ 1 0 0



1 0 0 0
0 1 0 0
∗ ∗ 1 0
∗ ∗ ∗ 1

 =


∗ ∗ ∗ 1
∗ ∗ 1 0
1 0 0 0
∗ 1 0 0

 .

Exercise 3.6: The condition dim(Fj ∩Ei) ≥ k is equivalent to dim(πi(Fj)) ≤ n− k where πi

is the projection onto all but the first i coordinates.

Exercise 3.9: I1324,3412.

Exercise 3.11: For the first part, let Ow be the orbit of (E(w)
• , E•) ∈ G/B × G/B under the

diagonal action of G, and let Ow be its closure. Note that projection on to the first and
second factors gives fiber bundles with fibers Xw−1 and Xw respectively. Now consider
an affine neighborhood of the point (E(v)

• , E•) ∈ Ow. For the second part, Xw
∼= Xw−1

need not be true. E. Richmond–W. Slofstra [RS21] have classified Schubert varieties up to
isomorphism.

Exercise 3.18: By Exercises 5.20 and 3.17 combined, Iw is prime. Now use [C17, Proposi-
tion 1.2].

Exercise 4.5: (a) In the cograssmannian case, the essential set boxes all lie in the same
column. (b) follows from (a).

Exercise 4.10: Use Exercise 2.37(b).

Exercise 4.12: One example is w = 413625.

Exercise 4.18: See [WY08, Theorem 4.2].

Exercise 4.21: This is [LM21, Theorem 2.4].

Exercise 5.7: Think about w = 52143.

Exercise 5.8: See how Buchberger’s algorithm works. One step of which is to confirm

that the “S-pair” S

(∣∣∣∣x11 x12

x21 x22

∣∣∣∣ , ∣∣∣∣x11 x13

x21 x23

∣∣∣∣) is in the ideal generated by the nine 2× 2 mi-

nors (which is true as it is equal to −x21

∣∣∣∣x12 x13

x22 x23

∣∣∣∣). The reader can check the same for

S

(∣∣∣∣x11 x12

x21 x22

∣∣∣∣ , ∣∣∣∣x12 x13

x22 x23

∣∣∣∣) and perhaps guess what the S-pair test in Buchberger’s algo-

rithm is from these examples, if they do not already know it.

Exercise 5.15: Use Exercise 3.17.
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Exercise 5.20: By Theorem 5.14, Iv,w is radical. Now use the fact that Xw is irreducible
(why is that true?) and Nv,w is (essentially) an affine open neighborhood of Xw.

Exercise 5.22: For example, · · ·
+ + ·
+ + ·

 ↔ 1 1
2 2

and

 · · +
+ · +
+ · ·

 ↔ 1 2
2 3

.

Exercise 5.35: For (c) see [KMY09, Section 5] and specifically Theorem 5.8 of that paper.

Exercise 5.42: G312 =
(x1−y1)(x1−y2)

y1y2
and G132 = −x1x2−y1y2

y1y2
.

Exercise 5.46: K(R/I132,132; t1, t2, t3) =
(t1−t3)(t1−t2)

t2t3
.

Exercise 6.11: See the Schubsingular package available at the authors’ websites.

Exercise 7.12: (a) See [WY08, Example 6.2]. (b) sing(X523614) = X215634 ∪X321546.

Exercise 7.13: No. One can argue this using Theorem 7.11. Another argument uses “para-
bolic moving”; see [WY12, Section 5.1].

Exercise 7.23: (a) See [F92, Lemma 3.10]. (b) and (c): w = 3142.

Exercise 7.32: This requires knowing the Gorensteinness of the points in the maximal sin-
gular locus; see results of L. Manivel [M01b] or A. Cortez [C03].

Exercise 7.33: Using Exercise 4.16, Xw is Gorenstein (respectively, lci) if and only if Nid,w is
Gorenstein (respectively, lci). Now compare the patterns of Theorems 7.21 and 7.30.

Exercise 7.51: Use Exercise 3.11. The assertion, for v = id, was conjectured by D. Eliseev-A.
Panov [EP13] and given a proof in [FKMO17, Section 5.7].
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operator (Proc. Sympos. Pure Math., Univ. Hawaii, Honolulu, Hawaii, 1979), Proc. Sympos. Pure
Math., 36, Amer. Math. Soc., Providence, RI (1980), 185–203.

[KKR19] R. Kinser, A. Knutson, and J. Rajchgot, Three combinatorial formulas for type A quiver polynomials
and K-polynomials. Duke Math. J. 168 (2019), no. 4, 505–551.

[KR15] R. Kinser and J. Rajchgot, Type A quiver loci and Schubert varieties. J. Commut. Algebra 7 (2015),
no. 2, 265–301.

56



[KR21] R. Kinser and J. Rajchgot, Type D quiver representation varieties, double Grassmannians, and sym-
metric varieties. Adv. Math. 376 (2021), Paper No. 107454, 44 pp.

[K16] A. N. Kirillov, Notes on Schubert, Grothendieck and key polynomials. SIGMA Symmetry Integra-
bility Geom. Methods Appl. 12 (2016), Paper No. 034, 56 pp.

[KN17] A. N. Kirillov and H. Naruse, Construction of double Grothendieck polynomials of classical types
using idCoxeter algebras. Tokyo J. Math., 39(3):695–728, 2017.

[KL72] S. L. Kleiman and Dan Laksov, Schubert calculus, The American Mathematical Monthly, Vol.
79, No. 10, (Dec., 1972), pp. 1061–1082.

[K20] P. Klein, Diagonal degenerations of matrix Schubert varieties, preprint, 2020. arXiv:2008.01717
[KW21] P. Klein and A. Weigandt, Bumpless pipe dreams encode Gröbner geometry of Schubert polynomials,
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