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A B S T R A C T

In this paper, we continue our analysis of the saturnian ring opposition effect seen by Cassini ISS. The ring opposition effect is a peak in the rings’ reflectivity caused as the directions from a spot on the rings to the observer and to the light source, respectively, converge toward zero degrees. So far, the exact origin of the ring’s opposition effect is still a matter of debate. In our previous work (Déau, et al., 2013, Icarus, 226, 591–603), we compared the opposition effect morphology with the rings’ optical depth and found that only the slope of the linear part of the rings’ phase curves was strongly correlated with the optical depth. We interpreted this as an indication of the predominant role of interparticle shadowing at moderate phase angles ($\alpha \sim 10–40^\circ$). More recently (Déau, 2015, Icarus, 253, 311–345), we showed that interparticle shadowing cannot explain the behavior at low phase angles ($\alpha < 1^\circ$), indirectly confirming our 2013 result. These findings led to the idea that coherent backscattering is preponderant at the smallest phase angles. Coherent backscattering depends on the microscopic scale of the regolith, and there is a growing body of evidence that regolith grain size, porosity, roughness, and composition control the opposition surge behavior for $\alpha < 1^\circ$. To test this hypothesis, we compare the opposition surge morphology to the regolith albedo and other spectral properties related to the regolith, such as water ice band depths and spectral slopes derived from Cassini VIMS data (Hedman et al., 2013, Icarus, 223, 105–130). Indeed, it has been recently proven that coherent backscattering affects the water ice band depth variations with phase angle for icy saturnian regoliths (Kolokolova et al., 2010, The Astrophysical Journal Letters, 711, L71–L74). We find that the opposition surge morphology is strongly correlated with the water ice band depth and the regolith albedo. We interpret this finding as an indication that coherent backscattering plays a role in affecting both the water ice band depths and the opposition surge at low phase angles ($\alpha < 1^\circ$). As the regolith albedo and spectral properties are related to the grain size, porosity, roughness, and composition, we try to assess which of these regolith properties are preponderant in coherent backscattering. Our study is able to narrow down the parameter space of these properties, whose values allow a good match between the angular width predicted by models of coherent backscattering and the width of the observed peak.

1. Introduction

The ring opposition effect is a surge in ring brightness that occurs as the alignment of the observer, the rings, and the Sun converges on zero degrees. Despite numerous studies on the opposition effect in Saturn’s rings (Müller, 1885; 1893; Seeigel,
of abl... 1884; 1887; Lyot, 1929; Kawata and Irvine, 1974; Lumme and Irvine, 1976; Esposito, 1979; Esposito et al., 1979; Muinonen, 1990; Mishchenko, 1992; 1993; Poulet et al., 2002; Salo and Karjalainen, 2003; Mishchenko et al., 2006; Nelson et al., 2006; Altobelli et al., 2007; French et al., 2007; Porco et al., 2008; Mishchenko and Dlugach, 2009; Salo and French, 2010; Déau et al., 2013a; Déau, 2015; Déau et al., 2018a), its origin remains unresolved. The discovery of the phenomenon (Müller, 1885; 1893; Seeliger, 1884; 1887) has recently been followed by a new generation of studies, which were more quantitative and based on accurate observations and theoretical models. These have greatly improved our knowledge of the opposition effect’s behavior: for each ring (Lumme and Irvine, 1976; Poulet et al., 2002; French et al., 2007; Salo and French, 2010), within each ring (Poulet et al., 2002; French et al., 2007; Déau et al., 2013a), with wavelength (Franklin and Cook, 1965; Lumme and Irvine, 1976; Esposito et al., 1979; Poulet et al., 2002; French et al., 2007; Salo and French, 2010; Déau et al., 2013a), with the polarization of light (Lyot, 1929; Johnson et al., 1980; Mishchenko, 1993; Dolfus, 1996; Mishchenko et al., 2006; Mishchenko and Dlugach, 2009), and with Saturn’s seasons (Mishchenko and Dlugach, 2009; Salo and French, 2010). These works have used ground-based, Earth-based (Hubble Space Telescope), and spacecraft (Cassini) observations, which are remarkably complementary in terms of phase angle coverage, phase angle sampling, spatial resolution, and wavelength. The combined results from these studies led to the following realizations about the ring opposition effect:

- the bulk of the opposition surge in optical and unpolarized light operates at phase angles less than 2° (Müller, 1885; 1893; Seeliger, 1884; 1887);
- both the brightest main rings (the A and B rings) exhibit an opposition effect (Lumme and Irvine, 1976; Esposito et al., 1979), as do more tenuous ones: the C ring (Poulet et al., 2002; French et al., 2007; Salo and French, 2010; Déau et al., 2013a), the Cassini Division (Poulet et al., 2002; Déau et al., 2013a), the D ring (Déau et al., 2013a), and the E ring (Pang et al., 1983; Larson, 1984; Déau et al., 2009);
- the dimmest main rings (D and C rings, Cassini Division) exhibit the highest and widest opposition peaks (Déau et al., 2013a);
- the ring opposition effect varies with wavelength (Franklin and Cook, 1965; Lumme and Irvine, 1976; French et al., 2007; Salo and French, 2010; Déau et al., 2013a), and the effect is noticeably more pronounced at short and long wavelengths, i.e. the near ultraviolet (French et al., 2007) and the near infrared, respectively (French et al., 2007; Déau et al., 2013a);
- the morphology of the ring opposition effect varies with seasons, i.e. with the solar elevation [θ] (Salo and French, 2010);
- the ring opposition effect is observed in linear and circular polarized light (Lyot, 1929; Mishchenko, 1993; Mishchenko et al., 2006; Mishchenko and Dlugach, 2009) in addition to unpolarized light;
- the opposition effect is observed in the thermal infrared in the C ring (Altabelli et al., 2007), but no similar narrow surge is observed in the A and B rings (Wallis et al., 2005; 2006; Altabelli et al., 2009).

However, none of these findings have led to a solid explanation of the origin of the opposition effect in the saturnian system. Attempts to explain it involve the following physical mechanisms:

- interparticle shadow hiding or mutual shadowing, (see Seeliger, 1887; Kawata and Irvine, 1974; Esposito, 1979; Porco et al., 2008; Salo and French, 2010; Déau, 2015), which consists of shadows of ring particles that are hidden behind the particles when the phase angle is close to zero, and that become apparent at larger phase angles. This mechanism was the classical explanation of the ring opposition effect;
- coherent backscattering, see Muinonen (1990); Mishchenko (1993); Mishchenko et al. (2006); Salo and French (2010); Déau (2015), is caused by constructive interference between pair of conjugate electromagnetic waves in a medium of grains (this effect is universally present at any wavelength and any grain size, but the angular width of various manifestations of coherent backscattering up to several tenths of a degree is easily observable when the grain sizes are comparable to the wavelength of light);
- regolith shadow hiding, see Salo and French (2010), Déau (2015), is similar to interparticle shadow hiding; however, it operates at a much smaller scale, i.e., the shadows are those of the regolith grains on top of each ring particle.

Some studies have assumed a single mechanism of the three cited above to explain the whole effect (Seeliger, 1887; Kawata and Irvine, 1974; Esposito, 1979; Mishchenko, 1993; Degiorgio et al., 2010), while others have assumed a combination of the mechanisms (Poulet et al., 2002; Nelson et al., 2006; French et al., 2007; Salo and French, 2010; Déau, 2015). A final group of ring studies has ruled out some of the hypotheses presented above by comparing the predicted trends of the models with observations. In particular, interparticle shadow hiding has been almost unequivocally ruled out as the preponderant mechanism acting in the ring opposition peak (i.e. the opposition effect at very low phase angles). Indeed, it has been claimed that interparticle shadow hiding by identical ring particles requires unphysically small volume densities for Saturn’s main rings to reproduce the height of their opposition spike (Lumme et al., 1987; Muinonen, 1990), whereas other rings that are less dense than the main saturnian ones (e.g. E ring, jovian, uranian, and neptunian) do not show higher opposition spikes, even when removing the effect of the finite size of the Sun (Déau et al., 2009). Finally, Déau (2015) demonstrated in detail that models of interparticle shadow hiding, using realistic volume densities from previous studies (Salo and Karjalainen, 2003; Porco et al., 2008), predict heights (or amplitudes) that behave in a completely distinct way from the observations. This point is the latest and most direct proof that interparticle shadow hiding alone cannot reproduce the ring opposition effect (Déau, 2015, Fig. 8).

In the meantime, coherent backscattering was also considered as an explanation for the ring opposition effect (Muinonen, 1990; Mishchenko, 1993). However, it is difficult to directly observe coherent backscattering in the laboratory with planetary regolith analogs, meaning that although what is observed is surely backscattering, it is not necessarily coherent backscattering, see details in Tishkovets and Mishchenko (2010). For quite some time, coherent backscattering did not behave as expected in polarized

---

1 Direct observations of coherent backscattering in planetary regolith analogs are obtained when a correlation is established between the measured outputs of the phenomenon and the sample properties, as done by Kuga and Ishimaru (1984) or Plutek et al. (2004). In addition, indirect observations of coherent backscattering in regoliths are so far confirmed by strong phase angle variations of color ratio (Shkuratov et al., 1999b), or polarization (Hayne et al., 1993; Nelson et al., 2000; Shkuratov et al., 2002; 2007).

2 To that matter, it can be noticed that laboratory experiments and planetary surfaces are not subject to the same illumination conditions (i.e. coherent or non-coherent light source). Indeed, we note that all reports of purported coherent backscattering observed in the laboratory are made with lasers, which produce coherent light. However, sunlight is incoherent (Herman et al., 2014), or at least it is not as coherent as lasers (Mashaal et al., 2012). Still, Shkuratov et al. (1999b) indirectly observed coherent backscattering with incoherent laboratory light sources.
and unpolarized light (Muninon, 1994), but agreements are now found, see Rosenbush et al. (1997), Mishchenko et al. (2006). Finally, there are heated debates about the correct formalism for treating closely-packed particles, as in a regolith (Shkuratov and Zubko, 2008; Petrova et al., 2008; Tishkovets et al., 2011). These issues have delayed the acceptance of coherent backscattering by the ring photometric community. In short, recent works suggest that the observed opposition effect is a combination of the mechanisms described above (Poulet et al., 2002; Nelson et al., 2006; French et al., 2007; Salo and French, 2010; Déau, 2015); however, many questions remain unanswered. We will focus on a few topics related to the ring opposition effect observed in optical and unpolarized light:

1. What is the main mechanism involved in the ring opposition surge?
2. How do the physical properties of the regolith relate to the opposition surge morphology?
3. Do the physical properties of the regolith involved in the ring opposition effect significantly vary from ring to ring?

In Part 1 of this study (Déau et al., 2013a, hereafter Paper 1), we investigated the morphology of the opposition effect in the main rings of Saturn, and found a strong correlation between morphological parameters and the optical depth. In Part 2 (Déau, 2015, hereafter Paper 2), we conducted a benchmark study of analytical physical models of the opposition effect, and concluded that the hypothesis of homogeneity (i.e., a single particle size, random spacing of particles, and small volume filling factor) led to invalid results when the outputs were compared to the same physical properties from independent studies. In Part 3 (Déau et al., 2018a, hereafter Paper 3), we isolated the surge angular width and launched an in-depth study of this parameter to test the roles of regolith porosity, ring filling factor, particle size distribution and grain size distribution of Saturn’s rings in the opposition surge. In the present study, which constitutes the fourth part, we will look again at the morphology of the ring opposition effect. In Paper 1, we found a strong dependence on the optical depth of the A and B rings, while this dependence was weaker in the C ring and the Cassini Division. In other words, the strength of the optical depth dependence varies from one ring to another. The weak dependence noted in diffuse rings deserves extra attention in order to find its cause. One clue could be the surface albedo. Many studies have related the morphology of the opposition peak to the surface albedo (Helfenstein et al., 1997; Belskaya and Shevchenko, 2000; Shevchenko et al., 2012). We were not able to make this kind of correlation in our previous research because the albedo of Saturn’s rings was not determined yet. There were some values derived with the Voyager data in the A and C rings (Cooke, 1991; Dones et al., 1993) but not in the B ring and the Cassini Division. It is only recently that the single scattering albedo was determined in all the main rings (Hedman et al., 2013; Déau and Helfenstein, 2018). Due to the complex nature of Saturn’s rings, the albedo can be either:

- macroscopic, when the elementary scatterers of photometric models are assumed to be whole ring particles (Dones et al., 1993). These particles can be as large as 10 m (Zebker et al., 1985; French and Nicholson, 2000; Cuzzi et al., 2009); or
- microscopic, because the mean photon path length of spectroscopic models is less than 30 µm (Hedman et al., 2013), which is about the size of the ring regolith grains (Hedman et al., 2013). Many studies found these grains to have a size of less than 50 µm (Poulet et al., 2002; Déau, 2015; Cuzzi et al., 2009). These small grains are known to exist, at least freely in the B ring, inducing manifestations called spokes (Doyle and Grun, 1990; McGhee et al., 2005; Mitchell et al., 2013)³

Searching for correlations between morphological parameters and these two types of albedo will bring us valuable clues about which opposition effect mechanism is preponderant. Indeed, interparticle shadowing is a macroscopic mechanism, while regolith shadow hiding and coherent backscattering are intrinsically microscopic.

Finally, to better understand the interplay between the opposition effect mechanisms, we will compare the morphology of the opposition peak of Saturn’s rings with the lighter ice band depths. In the case of the rings, Hedman et al. (2013) found that the spectral properties are only slightly dependent on the geometry. Radial profiles of the spectral properties on the lit side at low phase showed similar shapes to those observed on the lit side at high phase and on the unlit side at low phase. They interpret these findings as an indication that the ring spectral properties at high phase should include a large fraction of light that has interacted multiple times with the ring particles, while the ring spectral properties at low phase angles should primarily involve regolith structure and composition. Correlations or independence of this spectral property with the opposition surge morphology could then help us to identify the common or distinct nature of the scattering acting in the ring opposition effect.

In Section 2, we present the datasets from which we derived the morphological parameters and the spectral properties of the rings of Saturn. We also present the morphological model used. In Section 3, we present our results about the main rings first (Section 3.1), i.e., the comparison of the morphological parameters with the macroscopic and microscopic ring albedos, and with the spectral properties. Second, we present our results on the opposition effect of the main rings as a function of the distance from Saturn (in map form), from the C ring to Enceladus. Our map is compared to the maps of water ice band depths and spectral slopes. In Section 4, we discuss the role of the mechanisms on the opposition effect morphology, and bring new clues to the predominance of the mechanisms involved in the ring opposition effect. In Section 5, we give our main conclusions.

2. Methodology

2.1. The opposition effect morphology using ISS data

2.1.1. Morphological models

Our previous works on the morphology of the opposition effect in Saturn’s rings (see Paper 1) and other planetary surfaces (Déau et al., 2009; 2016; 2018b) describe the morphological models we employ for the opposition effect. Here, we simply retrieve the values of the morphological parameters of the opposition surge from Paper 1. But for completeness, and also because of the diversity of morphological models, we provide a brief description of the models we have used in Paper 1.

Our first morphological model is the linear-by-parts model. First introduced by Lumme and Irvine (1976), it is very convenient for the ISS ring data because the variations in phase angle sampling and range (see Paper 1) are not well managed with other morphological models (see Déau 2007, Fig. E.2, p. 371). In Paper 1, before using this model, we corrected the ISS radiance factor data (IIF) with the Chandrasekhar (1960) inversion to $\epsilon_0 p(\alpha)$ (where $\epsilon_0$ is

---

³ In theory, there should not be a strong separation between microscopic and macroscopic scales since photometry may be defined by the whole vertical extent of the regolith layer with larger grains dominating the deeper layers, whereas coherent backscattering can be produced by the outer layer dominated by microscopic grains. The latter cause the spokes when they get levitated, e.g. (McGhee et al., 2005).
the average single scattering albedo that is referred to the “ring bulk albedo”, see Déau and Helfenstein (2018) and Section 3.1, and \( p(\alpha) \) is the average single scattering function, meaning that multiple scattering is explicitly assumed to be insignificant:

\[
\sigma_0 p(\alpha) = \frac{1}{F} \cdot \frac{4(\mu + \mu_0)}{\mu_0} \cdot \left(1 - e^{-\tau(\frac{1}{2} + \frac{1}{\alpha})}\right)^{-1}
\]

(1)

with \( \mu \) and \( \mu_0 \) are the cosine of the incidence and emergence angles, and \( \tau \) is the normal optical depth from the Voyager PPS (Lane et al., 1982). Please note the typo in Eq. (1) of Paper 1 and read \( I/F \) instead of \( 1/F \).

The equations of the linear-by-parts model are:

\[
r_{\text{lin}}(\alpha < 0.3^\circ) = -A_0 \cdot \alpha + B_0
\]

(2)

\[
r_{\text{lin}}(\alpha > 1.5^\circ) = -A_1 \cdot \alpha + B_1,
\]

(3)

where \( r_{\text{lin}} \) is the ring reflectivity (\( r_{\text{lin}} = \sigma_0 p(\alpha) \)), and \( A_0, B_0, A_1, B_1 \) are the coefficients of the linear functions (all assumed to be positive). The coefficients from both fits then provide \( A, \) HWHM and \( S \), which are defined as follows:

\[
A = \frac{B_0}{B_1},
\]

(4)

\[
\text{HWHM} = \frac{(B_0 - B_1)}{2(A_0 - A_1)},
\]

(5)

\[
S = -A_1.
\]

(6)

The surge amplitude \( A \) is dimensionless. The Half Width at Half Maximum (HWHM) of the surge is given in degrees, and the absolute slope \( S \) is in ring reflectivity unit per degree of phase angle. To estimate the error bars, we use the propagation of errors method of Déau et al. (2013b). We obtain:

\[
\Delta A = \left[\left(\frac{\Delta B_0}{B_1}\right)^2 + \left(\frac{B_0}{B_1^2} \times \Delta B_1\right)^2\right]^{1/2}
\]

(7)

\[
\Delta \text{HWHM} = \left[\left(\frac{\Delta B_0}{2(A_0 - A_1)}\right)^2 + \left(\frac{\Delta B_1}{2(A_0 - A_1)}\right)^2 + \left(\frac{B_0 - B_1}{2(A_0 - A_1)}\right)^2 \times (\Delta A_0^2 + \Delta A_1^2)^2\right]^{1/2}
\]

(8)

\[
\Delta S = \Delta A_1,
\]

(9)

where \( \Delta A_0, \Delta A_1, \Delta B_0, \Delta B_1 \) are the 1-\( \sigma \) uncertainty estimates returned by the procedure linfit.pro of IDL (Interactive Data Language, see http://www.harrisgeospatial.com/idl/).

Another model used in Paper 1 was the logarithmic model of Bobrov (1970). To use this model, the radiance factor data (in \( \sigma_0 R(\alpha) \)) is fit with a logarithmic function:

\[
r_{\log}(\alpha) = a_0 + a_1 \cdot \ln(\alpha),
\]

(10)

where \( r_{\log} \) is the ring reflectivity (\( r_{\log} = \sigma_0 p(\alpha) \)).

2.1.2. Dataset for Saturn’s main rings

In this paper, we did not process any ISS data, but we retrieved the morphological parameters from Paper 1. These values were obtained by using ISS images containing the opposition spot (\( \alpha < 2.5^\circ \)), and images at larger phase angles (\( \alpha < 25^\circ \)) to track the tail of the surge (the list is given in Table 2 of Paper 1). In Paper 1, we used both ISS images of the narrow angle camera and wide angle camera (NAC and WAC) with the CLEAR filters (wavelength \( \lambda = 0.611 \pm 0.170 \) \( \mu \)m for the NAC and \( \lambda = 0.635 \pm 0.143 \) \( \mu \)m for the WAC, see Table 1 of Paper 1). The images containing the opposition spot are mostly located in the C ring and the B ring, with a few in the Cassini Division and the A ring, meaning that the resulting phase curves do not have the same phase angle coverage. This latter point will be discussed in Section 4.2.6.

In the first step, we applied the Chandrasekhar (1960) inversion (see Eq. (1) in Paper 1) to take into account the slight change in viewing geometry from one image to another. Examples of these phase curves for the A, B, and C rings and the Cassini Division are given in Fig. 1a. The curves in Fig. 1a are presented normalized to the overall median of the points to appreciate the morphology of the different surges, without considering the albedo corresponding to each curve.

In the second step, we fit the opposition curves with a morphological model. As stated above, we used the linear-by-parts model. However, we also performed a fit with the logarithmic model, as it fits the overall shape of the phase curves well. Examples are given in Fig. 1b. In this figure, one can see that the B ring has the smallest and narrowest peak. To quantify this statement, we used another morphological model. The linear-by-parts model allowed us to derive the amplitude \( A \) of the opposition peak and the width at half maximum HWHM.

The retrieved morphological parameters from Paper 1 are represented as a function of the distance to Saturn in Fig. 2. Before doing cross-comparison with these parameters in the following sections, we propose a brief description of the values with distance to Saturn.

In panels a and b of Fig. 2, one can easily see that the B ring has the smallest and narrowest peaks, in quantitative agreement with Fig. 1b.

As reported in Paper 1, the variations of the amplitude and width provide similar trends with respect to the distance to Saturn: there is a decrease from the C ring to the B ring, then an increase is observed in the Cassini Division. In the Cassini Division, points are widely scattered; however, there is a continuity between the B ring, the Cassini Division and the A ring. Finally, in the A ring, we note an increase from its inner part to its middle part. A lack of data did not allow us to determine the surge parameters for the outer part of the A ring (see Paper 1), so we cannot conclude whether the observed increase would have continued in the outer A ring. By contrast, the slope was derived for the outer part of the A ring in Paper 1. Interestingly, we observe that the changes in the slope with distance to Saturn are very different: the values of the A and B rings are continuous with each other, but are not connected with those of the Cassini Division (see Fig. 2c).

2.2. The spectral properties using VIMS data

Recently, Déau et al. (2016) showed that a relationship exists between the surge amplitude and the near-infrared spectral slope for powdered meteorite samples. For both properties, they found that their behavior changes at a reflectance (at \( \alpha = 5^\circ \)) of \( \sim 0.08 \). This result was interpreted as a strong indication of the role of the microscopic properties of the meteorite samples in forming the opposition effect. Planetary rings are not like meteorite powders; however, there is a growing body of evidence that the ring opposition effect involves the regolith of ring particles. Indeed, the work of Salo and French (2010) showed that a significant part of the ring opposition effect was due to the regolith (particularly the narrow part of the surge), while a smaller part (governed by interparticle shadow hiding) contributes to the broad surge. As a result, even though planetary rings are not similar to meteorite samples, if we seek to understand the regolith, it is legitimate to follow a similar methodology, i.e., comparing the opposition surge morphology to
the spectral properties for Saturn’s rings. This is also why we have favored the VIMS datasets for the ring spectral properties, instead of the color ratios from the ISS data, which would have been easier for us to obtain.

The VIMS observations that we have retrieved from Hedman et al. (2013) and Filacchione et al. (2012) were acquired during the VIMS_008_RI_RDHRCOMP (20–21 May 2005) and VIMS_036_RI_SUBML001 observations (19–20 December 2007), respectively.

For the VIMS_008_RI_RDHRCOMP observation, the solar phase angle was between 12.7 and 41.1°, the solar elevation angle was −21.6°, and the spatial resolution was 44–51 km.pixel−1 for the VIS channel and 131–154 km.pixel−1 for the IR channel. For the VIMS_036_RI_SUBML001 observation, the solar phase an-
gle was about 29°, the solar elevation was −12°, and the spatial resolution was about 112 km.pixel⁻¹ for the VIS channel and 170-340 km.pixel⁻¹ for the IR channel.

Here, we retain as spectral properties five parameters that describe the variations of brightness with wavelength:

- The water ice band depths (at 1.25 μm, 1.5 μm, and 2.0 μm) were calculated using the formula:
  \[ BD_\lambda = \frac{I/\lambda - I/\lambda_{\text{band}}}{I/\lambda}, \]
  \[ (11) \]
  where \(I/\lambda\) is the brightness in the middle of the chosen band (either 1.25, 1.5, or 2.0 μm), and \(I/\lambda_{\text{band}}\) is a continuum brightness level inferred from regions outside the band.

- The other important microscopic signatures that can be extracted from VIMS are the spectral slopes. These slopes were calculated using the formula:
  \[ S_{\lambda_2-\lambda_1} = \frac{I/\lambda_2 - I/\lambda_1}{(\lambda_2 - \lambda_1) \times I/\lambda_2}, \]
  \[ (12) \]
  where \(I/\lambda_1\) and \(I/\lambda_2\) are the brightnesses at wavelengths \(\lambda_1\) and \(\lambda_2\), respectively. Filacchione et al. (2012) and Hedman et al. (2013) have defined two slopes: one in the near ultraviolet (\(\lambda_1 = 0.35 \mu m\) and \(\lambda_2 = 0.55 \mu m\)), usually called the blue slope \((S_{\text{NIR}})\), and one in the near infrared (\(\lambda_1 = 0.55 \mu m\) and \(\lambda_2 = 0.95 \mu m\)), usually called the red slope \((S_{\text{IR}})\).

While both datasets are similar, the radial resolution is better for VIMS_008_RI_RDHRCOMP. As a result, for the rest of the paper, we will compare the ISS data to the spectral properties of this VIMS observation.

Note that the water ice band depths are calculated in the near infrared, while the spectral slopes cover the visible as well as a part of the near ultraviolet and the near infrared. Our ISS data were taken in the visible, which means that comparing the opposition surge with spectral properties will be done regardless of the wavelength domain of each property. The goal of this methodology is to seek correlations between the surge morphology and the spectral properties of the regolith, which are believed to be microscopic markers of the composition, and the mechanical properties of the regolith (grain size, porosity, and roughness). This will be detailed in the following section.

3. Results

3.1. Variations of A and HWHM with bulk albedo and regolith albedo

In previous work about the main rings’ surge morphology (Poulet et al., 2002; French et al., 2007; Salo and French, 2010; Déau et al., 2013a), there is no direct comparison of the resulting morphological parameters with the albedo. However, by comparing the morphological parameters of the previously cited works to the single scattering albedo \(\omega_0\) derived using the Hapke model in some of these studies, we can infer the major trends. First, we emphasize that all these studies agree that the single scattering albedo increases from the C ring and the Cassini Division to the A ring and B ring. In order to present the findings of Poulet et al. (2002), French et al. (2007), Salo and French (2010), we will use this order, since it represents increasing \(\omega_0\). The results of Poulet et al. (2002) show a decrease of A and HWHM for the C ring and the Cassini Division to the A ring, and then a plateau from the A ring to the B ring at 0.555 μm, while a slight increase is noted from the A ring to the B ring at 0.336 μm. French et al. (2007) partially agree with these findings (the decrease from the C ring to the A ring), but found a decrease from the A ring to the B ring at both wavelengths.

In the present study, we did not calculate a single scattering albedo value from our opposition phase curves because the single scattering albedo \(\omega_0\) cannot be accurately obtained with data having a restricted phase angle coverage. As an example to illustrate our statement, Poulet et al. (2002) obtained \(\omega_0 = 0.90 ± 0.07\) at 0.555 μm in the B ring, similar to the result of French et al. (2007) (\(\omega_0 = 0.89 ± 0.02\) at 0.555 μm), which demonstrates that the agreement of their results is independent of the Hapke model used. (Poulet et al. (2002) used the Hapke (1984, 1986a) model, whereas French et al. (2007) used the Hapke (1984, 1993, 2002) model). However, most recent studies found smaller single scattering albedo values (Déau and Helfenstein, 2018; Hedman et al., 2013), suggesting that the Hapke model overestimates the single scattering albedo from the limited range of phase angles available in Earth-based observations (\(\alpha ≤ 6°\)), see also Cuzzi et al. (2017). Then, we use two kinds of albedo:

- Macroscopic, defined as the albedo of a patch of an ensemble of ring particles, see the study of Déau and Helfenstein (2018).
  This albedo is uncorrected from Saturnshine and self-gravity wakes, and is referred as “bulk” albedo. It was derived using the Hapke (1984, 1986a) model on almost complete ISS phase curves (0.01° ≤ \(\alpha ≤ 178.9°\)) in CLEAR filters (\(\lambda = 0.611 ± 0.170\) μm for the NAC and \(\lambda = 0.635 ± 0.143\) μm for the WAC, see Table 1 of Paper 1).

- Microscopic, when considering the albedo of the tiny grains on top of each ring particle, see the study of Hedman et al. (2013).
  This microscopic albedo (also referred as regolith albedo) was derived by applying the spectral model of Shkuratov et al. (1999a) to the VIMS radial profile VIMS_008_RI_RDHRCOMP (at 12.7°–41.1° of phase angle), containing spectra from 0.35 to 5.2 μm. The microscopic albedo \(A_{1.13}\) was derived at 1.13 μm, see Hedman et al. (2013, Fig. 27), but belongs to an ensemble that was calculated at wavelengths between 0.35 and 5.2 μm. We choose to retain the value at 1.13 μm as a reference to Hedman et al. (2013).

We now present our results as a function of these two ring albedos in Fig. 3. In Fig. 3a, the morphological parameter A is presented as a function of the bulk macroscopic albedo \(\omega_0\), while in Fig. 3b, it is presented as a function of the regolith (microscopic) albedo \(A_{1.13}\). For now, we focus on the morphological parameters of the surge, because these parameters were not as strongly correlated with the optical depth as the slope S was, see Paper 1. We will present the slope variations in Section 3.3.

When comparing the surge morphological parameters to the albedo \(\omega_0\) and \(A_{1.13}\), we find three major trends. First, the trends of the amplitude and the HWHM are almost identical (see Fig. A.1). Since both parameters vary the same way (as noted in Fig. 2), it implies that A and HWHM are likely to be controlled by the same mechanisms, though we will return to this assumption in Section 5. Finally, we note that the error bars are larger with HWHM than with A. This is because A is always retrieved with smaller error bars since it is a simple ratio, see Déau et al. (2013b). Second, both A and HWHM unambiguously decrease with increasing bulk or regolith albedo, in agreement with the qualitative findings of French et al. (2007). No plateau or slight increase from the A ring to the B ring is observed with our data, contrary to Poulet et al. (2002). We attribute these marginal behaviors to the poor phase angle sampling of the phase curves of Poulet et al. (2002), since the results of French et al. (2007) from data having a better phase angle sampling and a wider phase angle coverage do match our trend.

Third, we note that the strength of the correlation between A (or HWHM) and the albedo depends on whether the albedo is macroscopic or microscopic. In the macroscopic case, the relationship between A and the bulk albedo is less defined, as illus-
The second minor trend that we observed from Fig. 3 is the repartition of the B ring in the (A, albedo) parameter space. In the macroscopic case (Fig. 3a), the morphological parameters seem to form a thick plateau as a function of $A_{0}$. In the microscopic case (Fig. 3b), a steep decrease is noted for the morphological parameters when $A_{113}$ increases. The thick plateau of $A$ (or HWHM) with $A_{0}$ reminds us of the invariance of the surge morphological parameters at high optical depth (τ) that we noted in Paper 1. Combining these two results suggests that the B ring morphological parameters of the surge are almost independent of the bulk albedo and the optical depth. This is consistent with the results of Déau and Helfenstein (2018), who obtained a strong linear correlation between $A_{0}$ and τ in the B ring. Again, the implications of these results will be discussed in Section 4.

3.2. Variations of A and HWHM with VIMS spectral properties

In previous studies, the ring opposition effect morphology was found to depend strongly on wavelength, $\lambda$ (Lumme and Irvine, 1976; Poulet et al., 2002; French et al., 2007; Salo and French, 2010; Déau et al., 2013a). In this paper, we use the results from the phase curves derived with ISS broadband images (using the CLEAR filters at $\lambda = 0.611 \pm 0.170 \mu$m for the NAC and at $\lambda = 0.635 \pm 0.143 \mu$m for the WAC, see Table 1 of Paper 1), meaning that wavelength effects are blurred with this dataset. Instead of studying the wavelength dependence of the morphological parameters, we propose a cross-correlation between the morphological parameters and the spectral properties of the rings. This cross-comparison is the first of its kind. Typically, the spectral properties are markers of water ice (the main component of the regolith layer on top of each macroscopic ring particle, Poulet and Cuzzi, 2002; Poulet et al., 2003), and the contaminants and their type of mixing (Cuzzi and Estrada, 1998; Poulet and Cuzzi, 2002; Carniello et al., 2011). Specifically:

- the water ice band depths (at 1.25, 1.5, and 2.0 $\mu$m) are, inter alia, indicators of the purity of water ice in the ring regolith, see, e.g., Nicholson et al. (2008), Filacchione et al. (2012), Filacchione et al. (2013), Hedman et al. (2013). These studies found that the A and B rings have deeper water ice bands than the C ring and the Cassini Division.
- the spectral slope in the near infrared (NIR, 0.55 $\mu$m $\leq \lambda \leq$ 0.95 $\mu$m) is a marker of the broad-band absorber, see Cuzzi and Estrada (1998), Filacchione et al. (2012), Filacchione et al. (2013); Hedman et al. (2013), which could be nanophase iron (Clark et al., 2012). These studies showed that the concentration of the broad-band absorber is higher (meaning steeper slopes) in the C ring and the Cassini Division than it is in the A and B rings.
- the spectral slope in the near ultraviolet (NUV, 0.35 $\mu$m $\leq \lambda \leq$ 0.55 $\mu$m) is a marker of the ultraviolet absorber (Cuzzi and Estrada (1998); Poulet and Cuzzi (2002); Poulet et al. (2003); Hedman et al. (2013)). The distribution of the ultraviolet absorber is rather uniform across the main ring system, with a slight increase in the C ring and the Cassini Division (Hedman et al., 2013).

We have used the values of the 1.5 $\mu$m band depth (hereafter BD$_{1.5}$) derived by Hedman et al. (2013, Fig. 3) from the VIMS observation RDHRCOMP01 of Rev 8. For the NIR and the NUV slopes ($S_{\text{NIR}}$ and $S_{\text{NUV}}$), we also used the values derived by Hedman et al. (2013, Fig. 4) from the same VIMS observation. The radial profiles were retrieved using the digitization method from Déau et al. (2013b). The resulting cross comparison is presented in Fig. 4a–c for $A$ as a function of BD$_{1.5}$, $S_{\text{NUV}}$ and $S_{\text{NIR}}$, respectively. The vari-

![Fig. 3. Amplitude of the surge A in Saturn’s main rings presented as a function of the albedo. In panel a, $A$ is given as a function of the bulk (or macroscopic) albedo $A_{0}$ derived from ISS data by Déau and Helfenstein (2018), and in panel b, $A$ is given as a function of the regolith (or microscopic) albedo $A_{113}$ derived from VIMS data by Hedman et al. (2013). Symbol shapes correspond to different rings. Shading of colors (from fainter to darker) represents increasing distance to Saturn, see Fig. 2. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).](image-url)
Our main trend of the cross comparison of $A$ (or HWHM) and $\text{BD}_{1.5}$, $S_{\text{NUV}}$ and $S_{\text{NIR}}$ is the remarkably high strength of these correlations, compared to those found with the optical depth (see Fig. 6 of Paper 1). While the variations of $A$ (or HWHM) seem saturated with $\tau$, here the correlations of $A$ (or HWHM) with $\text{BD}_{1.5}$, $S_{\text{NUV}}$ and $S_{\text{NIR}}$ clearly appear linear. This implies a very strong wavelength dependence of the morphological parameters of the surge, and confirms de facto the same origin for $A$ and HWHM, and more particularly, an origin that excludes the role of $\tau$ (i.e. interparticle shadow hiding, see Déau 2015). We note that all the trends found in Fig. 4 (and Fig. A.1 for HWHM) are as strong as the one derived between the amplitude $A$ and the regolith albedo $A_{1.13}$, which is not surprising since $A_{1.13}$ is calculated from color ratios and band depths, see Hedman et al. (2013).

The second major trend that can be observed from Fig. 4 is that the correlations of $A$ with the spectral properties are very similar. We observe a negative correlation for $A$ and $\text{BD}_{1.5}$, as well as for $A$ and $S_{\text{NUV}}$, while a positive correlation is noted between $A$ and $S_{\text{NIR}}$ (note that the x-axis is reversed in Fig. 4c). However, the distribution of the data points in the three parameter spaces is quite similar.

Our third major trend is that the correlation of $A$ with $\text{BD}_{1.5}$ is stronger than the trends with spectral slopes and the regolith albedo. To quickly quantify the strength of these correlations, we use a simple linear fit on the previously cited quantities, and compare the values of their resulting correlation coefficient. For example, in the C ring, a linear fit of $A$-BD$_{1.5}$ leads to a correlation coefficient of $-84.9\%$ in Fig. 4a, whereas we found a correlation coefficient of $-71.5\%$ between $A$ and $A_{1.13}$ in Fig. 3b. In the B ring, with the water ice band depth (Fig. 4a), the correlation of $A$ with $\text{BD}_{1.5}$ is also strongly linear. This result is very specific to the water ice band depth, as the linear trends are less strong for the spectral slopes (Figs. 4b,c). Indeed, for this ring, a linear fit of $A$-BD$_{1.5}$ leads to a correlation coefficient of $-71.6\%$ in Fig. 4a against $8.5\%$ for $A-S_{\text{NUV}}$ (see Fig. 4b), and $-46.3\%$ for $A-S_{\text{NIR}}$ (see Fig. 3b).

Another trend is the weaker correlations seen for the Cassini Division and the A ring, compared to the linear trends in the C ring and the B ring. The scatter in the Cassini Division appears larger for the spectral properties than it is as a function of optical depth (see Fig. 6 of Paper 1), which is puzzling. The scattering of Cassini Division points is more marked for $\text{BD}_{1.5}$ and $S_{\text{NUV}}$, while we distinguish for $S_{\text{NIR}}$ a tendency of the Cassini Division points to join to the overall decrease of the outer C ring and B ring points. For the A ring, the variation of $A$ (and HWHM) with the spectral properties is also scattered and undefined and does not seem to follow the same trend as the C ring and the B ring, but we should underline that we only have opposition data for the inner and middle parts of the A ring (see Paper 1).

Finally, in detail, there are slight disparities in the linear correlations observed in the parameter spaces ($A$, $\text{BD}_{1.5}$, $A$, $S_{\text{NUV}}$, and ($A$, $S_{\text{NIR}}$). These variations can be grouped into two minor trends. The first one concerns the NUV spectral slope: in the C ring, basically $S_{\text{NUV}}$ increases with increasing radial distance in Fig. 4b, however, when looking at the line formed by the C ring data points, we note a gap in the values of $S_{\text{NUV}}$ between 2.2 and $2.5 \mu m^{-1}$, which radically corresponds to the region located between the mid C ring and the outer C ring (i.e. the plateaus), as reported by Hedman et al. (2013). However, there is no similar gap with $A$, which suggests that the systematic differences of the ultraviolet absorber between the plateaus and other parts of the C ring are not relevant to the opposition effect. That trend is not observed for the water ice band depth (Fig. 4a). Interestingly, Hedman et al. (2013) noted that $S_{\text{NUV}}$ is strongly correlated with the ice bands, and where they different is mostly in the inner B/C rings. This result is illustrated in Fig. 4b with the outer C ring points not following a line with the inner B ring points, in contrast to Fig. 4a. The other minor trend is the behavior of the B ring for the spectral slopes: particularly in ($A$, $S_{\text{NUV}}$), the behavior of the B ring is isolated from the other rings, and forms a compact cloud of points (Fig. 4b). This indicates that the ultraviolet absorber should have a minor role in forming the B ring opposition effect, since it is weakly correlated with the surge morphology.

These cross-comparisons between the surge morphology and the spectral properties have allowed us to indirectly scrutinize the wavelength dependence of the opposition surge morphology, since $\text{BD}_{1.5}$, $S_{\text{NUV}}$ and $S_{\text{NIR}}$ belong to three distinct wavelength ranges. Because the spectral properties can be indirectly linked to the mechanisms of the opposition effect in terms of grain size and
mixing of contaminants (Poulet et al., 2002), it appears that the \( \lambda \)-dependence of the opposition effect varies from ring to ring. This result has major implications for the understanding of the predominance of the ring opposition effect mechanisms, and will be interpreted in Section 4.

### 3.3. Variations of the surge morphology with the phase angle range

We now present the trends of the surge amplitude and the slope of the linear part in Fig. 5 as a function of the geometric albedo \( A_g \). The geometric albedo is just the \( I/F \) of each ISS phase curve at the smallest phase angle: \( A_g = I/F(\alpha = 0^\circ) \), where \( I/F(\alpha = 0^\circ) \) is extrapolated from the data, as exact opposition is not reachable due to the finite size of the Sun, see Déau (2012).

We start with the slope (Fig. 5c). The trend of the slope is a monotonic increase with increasing geometric albedo. This trend is similar to that of the amplitude with the regolith albedo (Fig. 3b) in the sense that they’re both monotonic, but the trend in Fig. 3b is a monotonic decrease. Interestingly, for the C ring and the B ring, the trend is stronger in the \( (A, A_g) \) parameter space than it is in the \( (A, A_r) \) parameter space, see Fig. 3b. In contrast, the A ring and the Cassini Division appear less scattered in the \( (A, A_r) \) parameter space. Finally, we note the net separation between the C ring and the B ring in the \( (A, A_r) \) parameter space, which was previously only visible in the \( (A, S_{\text{NV}}) \) parameter space, see Fig. 4.

The amplitude of the surge is presented in Fig. 5a. As noted in Paper 1, the surge amplitude shows a different trend than the slope of the linear part of the phase curve (Fig. 5c). To specifically test the variation of the opposition effect mechanisms with phase angle, we use the methodology of Belskaya and Shevchenko (2000, their Fig. 6). According to this work, the relative contribution of each mechanism can be probed with the albedo dependence of the phase curve ratios at different phase angles. In detail, one must calculate the ratio of intensities at different phase angles, and display these intensities as a function of the albedo. To reproduce this method, we display the ratio of ring reflectivities \( m_{d,p}(0.1^\circ)/m_{d,p}(1^\circ) \) and \( m_{d,p}(2^\circ)/m_{d,p}(4^\circ) \) in Fig. 5b. We show these ratios between the amplitude of the surge (Fig. 5a) and the slope of the linear part (Fig. 5c) to display the increasing phase angle from the top of the figure to the bottom. In other words:

- Panel a of Fig. 5 represents the phase angle range \( \alpha < 0.1^\circ \), by analyzing the surge amplitude. It is noteworthy to underline that our definition of the surge amplitude is really covering very small phase angles, contrary to other amplitudes that represent the ratio between \( 0.05^\circ \) and \( 1^\circ \), see e.g. Buratti et al. (2009) or \( 0.3^\circ \) and \( 5^\circ \), see Belskaya and Shevchenko (2000). Indeed, the surge amplitude from the linear model is the ratio between the maximum \( I/F \) at near \( 0^\circ \) and an extrapolated point also near \( 0^\circ \) corresponding to a hypothetical phase curve without any surge.
- Panel b represents the range \( 0.1^\circ < \alpha < 1^\circ \) and \( 2^\circ < \alpha < 4^\circ \). In this case, we have used simple ratios between two phase angles, as in Belskaya and Shevchenko (2000).
- Panel c represents the range \( \alpha > 10^\circ \), with the slope \( S \) of linear part defined for phase angles greater than \( 10^\circ \) according to Eqs. (3) and (6).

Our results are the following: up to \( 4^\circ \) (Fig. 5a and b), we note the same monotonic trend, while it starts to lose its strength with increasing phase angle. At phase angles larger than \( 4^\circ \), the ratio of ring reflectivities (defined by the slope of the linear part) increases with increasing geometric albedo. For asteroids, Belskaya and Shevchenko (2000, their Fig. 6) found the surge morphology trend with albedo to be non-monotonic, which is now confirmed in many other cases, see Déau et al. (2013b, 2018b). It is at \( \alpha = 4^\circ \) that the albedo dependence (given by the derivative) changes its sign and then increases monotonically for larger \( \alpha \) (Belskaya and Shevchenko, 2000, Fig.6). Our results are distinct from the findings of Belskaya and Shevchenko (2000), since the surge morphology-albedo trend remains monotonic for the rings, whatever the phase angle range. This difference could be due to: (1) the intrinsic nature of the surface (regolith of a solid body vs. regolith of small bodies layered in a ring) and (2) hypothetical mechanisms that might act at low albedo in the rings to compensate for the decrease observed for the asteroids.
3.4. Variations with radial distance to Saturn

We now want to compare the ring and satellite opposition effects in order to see how the opposition effect varies beyond the main ring system. This comparison was made by Déau et al. (2009); however, that study did not include small satellites near the A ring, like Janus, which we include here. In Déau et al. (2018b), a similar map was also presented, from the C ring to the distant irregular satellite Ymir; however, the data for the main rings were averaged. In the present study, we have followed the methodology of Déau et al. (2009, 2018b) and Filacchione et al. (2013), but we have improved it by showing the radial variations within the main ring system. For the main rings’ morphological parameters, we continue using the values from Paper 1 and depicted in Fig. 2, while for the satellites (up to Enceladus), we have used the parameters of Verbiscer et al. (2007), their Fig. S1. Note that we exclude the E ring here, as we have not yet processed the ISS images containing the opposition surge of this ring. However, this ring was studied along with nearby satellites in Verbiscer et al. (2007) and Déau et al. (2009) using Earth-based and ground-based observations. Note that the D ring has also been removed. Indeed, while its surge morphology is well known (see Paper 1), its spectral properties are less well constrained, see Hedman et al. (2007).

Note that Verbiscer et al. (2007)’s amplitude was not defined the same way than in our study: in their case the amplitude is $I_{\text{peak}}/I_{\text{background}}$, the exponential opposition surge $I_{\text{peak}}$ relative to the mean intensity $I_{\text{background}}$. Due to the intrinsic nature of the surge, $I_{\text{background}}$ is always less than $I_{\text{peak}}$, meaning that their amplitude is always less than unity. By contrast, in our case, the amplitude is defined as the ratio of the surge intensity over the total in such way that $(I_{\text{peak}} + I_{\text{background}})/I_{\text{background}}$, following the original formulation of Mishchenko and Dlugach (1992, their Eq.(5)). As a result, by comparing the two formulas, there is a discrepancy of 1 between the amplitude of Verbiscer et al. (2007) and the present values. The amplitude is thus just shifted by +1 for the satellite amplitude values.

We present our main results as a map displaying the morphological parameters as a function of the distance to Saturn from the C ring to Enceladus. Because maps also exist for the spectral properties studied here (BD$_{1.25}$, BD$_{1.5}$, BD$_{2.0}$, S$_{\text{NIR}}$ and S$_{\text{NUV}}$), see Filacchione et al. (2012, 2013), we decided to compare them with our own maps.

Fig. 6 displays the maps of the opposition surge morphology (Panels a and b), as well as maps of the band depth (in Panel c) and spectral slopes S$_{\text{NIR}}$ and S$_{\text{NUV}}$ (Panels d and e). From the C ring to Enceladus, the variations of the opposition surge morphology are strongly correlated with BD$_{1.25}$, BD$_{1.5}$, and BD$_{2.0}$. With a few exceptions that we will detail further, the agreement between these maps is very satisfactory. The common trend found can be summarized in this way: up to Enceladus, which orbits at 4 Saturn radii, a double bowl-shaped distribution is observed with extrema on the B ring and on Enceladus.

The exceptions are the following:

- For the rings, the surge morphological parameters and the spectral parameters all appear to be smallest in the B ring; note, however, that the y-axis is reversed in the case of the water ice band depths (Fig. 6c) and the NUV spectral slope (Fig. 6d), meaning that the surge morphology is actually anti-correlated with these properties. In fact, the surge morphology is only positively correlated with the NIR spectral slope (Fig. 6e).
- When grouping the satellites Janus, Mimas and Enceladus, we note an overall decrease of the surge morphology and the spectral properties with Saturn’s distance, except for the water ice...
band depths of the satellites for which we note an increase with radial distance to Saturn (Fig. 6c).

- The NUV spectral slope appears to be the only parameter that has a distinct behavior for the rings and the satellites compared to the other parameters (Fig. 6d). Indeed, for all the other parameters, the B ring and Enceladus appear to have extreme values: for the surge morphology, it means the smallest amplitude and angular width (Fig. 6a,b); for the water ice band depths, it means the strongest bands (Fig. 6c); for $S_{\text{NIR}}$, it means small to negative values (Fig. 6e). However, for $S_{\text{NUV}}$, see Fig. 6d, while the B ring has the highest value of $S_{\text{NUV}}$, Enceladus, at the opposite, has the smallest value. Interestingly, $S_{\text{NUV}}$ was the parameter with the largest scatter in the (surge morphology, spectral property) parameter space, see Fig. 4. It means that while there is indeed a correlation between the surge morphology and the NUV spectral slope, there are other factors that might intervene in one and not necessarily the other.

These results will be discussed in the framework of the coherent backscattering induced by regolith properties in the next section.

4. Discussion

4.1. Implications from the phase dependence of the spectral properties

In the present work, we have compared the opposition surge morphology to several spectral properties that were taken between 12° and 41° of phase angle. However, spectral properties also show phase angle variations, thus we propose to review them here.

In Hedman et al. (2013), VIMS spectral properties were assumed to have little dependence on the viewing geometry ($\alpha$ and $B$, the spacecraft elevation that controls if the rings are seen on the lit side or the dark side). However, Filacchione et al. (2014) showed that there is a strong phase dependence of the VIMS spectral properties. We summarize the interpretations of these two studies as follows:

- A first way to explain the phase dependence of the spectral properties is to consider that the spectral properties do not represent variations in the ring phase function, but instead mostly indicate changes in the ring particles’ wavelength-dependent albedos, see Hedman et al. (2013). This is why Hedman et al. (2013) claimed low-phase data such as VIMS_008RI_RDHRCOMP001 were enough to infer micro-properties like regolith structure and composition. This claim was based on the “observed” lack of multiply-scattered light in water ice band depths at high phase angle. In detail, the model of Hedman et al. (2013) is based on ring particles that are highly backscattering. By observing the light reflected by the rings at high phase angle or from the unlit side, they inferred that multiple scattering between ring particles should be a larger fraction of total light received by the detector. In this case, multiple scattering should induce deeper water ice bands than single scattering would. However, they noticed small differences between lit low phase, lit high phase and unlit low phase water ice band depths (see Hedman et al. (2013, Fig. 3)), which they interpreted as a proof that only a small fraction of the light was multiply scattered. They attributed the lack of multiple scattering to the flatness of the layer of ring particles, which de facto reduces multiple scattering.

- A second way to explain $\alpha$-dependence of the spectral properties is to consider that these properties do represent variations in the ring phase function, see Filacchione et al. (2014). However, instead of assuming one size for the ring particles, Filacchione et al. (2014) conjectured that different functions could be used to model the angular response of the light scattered by the ring: large particles (with size $\gg \lambda$) have a backscattering response, while small grains are more forward scattering and isotropic. In detail, Filacchione et al. (2014) derived the phase angle variations of the spectral slopes and the water ice band depths with a better phase angle resolution than Hedman et al. (2013). Some of their results for the NUV spectral slope are reported in Fig. 7. Their model complements the one of Hedman et al. (2013) by adding the size distribution dimension in the ring phase function.

We now revisit the work of Hedman et al. (2013) and Filacchione et al. (2014) in the light of our new results about the correlation between the surge morphology and the spectral properties:

- Another way to explain the phase dependence of the spectral properties is to consider that the spectral properties do not represent variations in the ring particle phase function, but the regolith grain phase function. While envisaged by Hedman et al. (2013), this theory was tested in the work of Poulet et al. (2002). We now test this hypothesis by retrieving the color ratios $C_{\text{GRN-UV}}$ of Déau and Dones (2018) for the main rings over a large range of phase angles (see Fig. 7). Indeed, because Poulet et al. (2002) and Cuzzi et al. (2002) use HST data, they only cover phase angles $\alpha \leq 6^\circ$. To model this color ratio, we use the coherent backscattering model of Poulet et al. (2002), based on the Shkuratov et al. (1999b) theory:

$$C_{\text{GRN-UV}} \sim \frac{2 + \left[ \sqrt{1 + \left(4\pi L_{\text{GRN}} \sin(\alpha/2)/\lambda_{\text{GRN}}\right)^2} \right]}{2 + \left[ \sqrt{1 + \left(4\pi L_{\text{UV}} \sin(\alpha/2)/\lambda_{\text{UV}}\right)^2} \right]} \times \exp \left( k_{\text{UV}} - k_{\text{GRN}} \alpha \right).$$

(13)

where $L_i$ and $k_i$ are the parameters of the Shkuratov et al. (1999b) model for the wavelength $\lambda_i$. The values of $L_i$ and $k_i$ for the green and ultraviolet filters are retrieved from Poulet et al. (2002, Table VI). In the Shkuratov et al. (1999b) model, only multiple scattering is assumed, which allows us to constrain the theories of Hedman et al. (2013) and Filacchione et al. (2014). Indeed, in Fig. 7, we demonstrate that the claim of Hedman et al. (2013) about the lack of multiple scattering at high phase angle is correct for the color ratio as well. Indeed, the best fits at low phase angle with HST data do not fit the ISS data at high phase (see right panels of Fig. 7). However, contrary to the claim of Filacchione et al. (2014), it is the combination of various values of roughness and scattering length (not the grain size) that can reproduce the behavior of the color ratio at low phase and at high phase. Thus, we have demonstrated that regolith multiple scattering can reproduce the ring scattering behavior at low phase, just as the ring particle single scattering does (Dones et al., 1993).

4.2. The roles of regolith composition, grain size, porosity, and roughness in the ring opposition effect

In the previous section, the strength of the correlations between the surge morphology and the spectral properties suggested that both the surge morphology and the radial variations of spectral properties were caused by a common mechanism, which could be coherent backscattering. Indeed, coherent backscattering can affect the water ice band depths at the moderate phase angles (12–41°, see Section 2.2) seen with VIMS by Hedman et al. (2013), because Kolokolova et al. (2010) showed it successfully reproduced phase angle variations from 0.05° to 19° of water ice band depths of
icy satellite regoliths also seen by VIMS. Here, we further investigate the predictions of a coherent backscattering model by comparing the expected behaviors of this mechanism with the surge morphology. We use the model of Mishchenko (1992), which calculates directly the half width at half maximum (HWHM$_{cb}$) for an ensemble of polydisperse, homogeneous and spherical scatterers (called “grains”) with the Lorenz-Mie theory that includes coherent backscattering, since this mechanism is embedded within Maxwell’s equations. The code is in Fortran, and calculates the coherent backscattering angular width as:

$$\text{HWHM}_{cb} = \frac{\varepsilon \lambda}{2\pi} C_{\text{scat}} (1 - \langle \cos \theta \rangle)^3 \frac{(1 - P)}{4\pi r_0^3}.$$  

(14)

where $\varepsilon$ is a constant, $\lambda$ is the wavelength, $C_{\text{scat}}$ is the scattering cross section, $\langle \cos \theta \rangle$ is the mean cosine of the scattering angle, $P$ is the medium porosity, and $r_0$ is the effective grain radius defined in the gamma size distribution:

$$n(r) \propto r^{(1 - 3b)/b} \exp \left[-\frac{r}{r_0 b}\right].$$  

(15)
which we take to have a narrow width of \( b = 0.04 \) as in Mishchenko (1992). Note that in the rings’ case, this model assumes that the scatterers are whole regolith grains constituting the outer regolith layer covering centimeter- to meter-sizes ring particles rather than wavelength-scale structural defects covering and/or within regolith grains and that the regolith porosity is representative of the separation between these grains. It also assumes that small grains do not clump into regolith aggregates.

As this coherent backscattering model depends on the composition, the grain size, and the regolith porosity, we propose a review of the coherent backscattering predictions with the current values of these parameters, if known.

4.2.1. Regolith porosity

With Eq. (14), variations of the width of the coherent backscattering peak can be significant when the structure of the medium is changed. For example, if the composition is kept constant (with a real refractive index set to 1.31), \( \text{HWHM}_{\text{A}} \) is a decreasing function of the porosity for most of the values of the dimensionless ratio between the grain size \( r_0 \) and the wavelength \( \lambda \), see Mishchenko (1992, Fig.1) and Fig. 8a. We have also calculated \( \text{HWHM}_{\text{B}} \) as a function of the porosity of the medium for two cases: one when the grain size is larger than the wavelength \( (r_0 = 1 \mu m \text{ and } \lambda = 0.6 \mu m) \), see Fig. 8b; the other being for \( r_0 < \lambda/2 \) (i.e. \( r_0 = 0.1 \mu m \text{ and } \lambda = 0.6 \mu m) \), see Fig. 8c. With the latter case \( (r_0 < \lambda/2) \), the trend is a slight increase of \( \text{HWHM}_{\text{B}} \) with increasing porosity. However, no porosity value leads to a match between the ISS HWHM values and the \( \text{HWHM}_{\text{A}} \) values, as the \( \text{HWHM}_{\text{A}} \) values are very small \( (\text{HWHM}_{\text{A}} \leq 0.13^\circ) \), see Fig. 8c. This constraint on the grain size will be further analyzed in the discussion. With the former case \( (r_0 > \lambda) \), the values of \( \text{HWHM}_{\text{B}} \) can easily match the ISS HWHM values for various ranges of regolith porosity, see Fig. 8b. These ranges are reported in Table 1.

Note that these cases only apply to water ice-based compounds, as the real refractive index is set to 1.31 (as in the study of Mishchenko 1992), which is close to pure water ice’s \( n_i \) (indeed \( n_i =1.33 \) at \( \lambda = 0.6 \mu m \), see Warren 1984 and Warren and Brandt 2008).

As a result, to reproduce the observed trend of the ISS HWHMs with the regolith porosity, the A and B ring particles must have regolith surfaces that are more porous than those in the C ring and the Cassini Division, see Fig. 8b. This is also what was qualitatively derived in Fig. 14b of Paper 2. However, when this filling factor was converted to an actual regolith depth, it led to inconclusive results (note also that the porosity values found in Paper 2 are very large: \( P > 0.9 \), but they assumed a pure intra-particle shadow hiding contribution, whereas here, we assume a pure coherent backscattering contribution). Paper 2 concluded that these inconclusive results did not necessarily mean that the regolith porosity cannot be a serious candidate to explain the surge morphology and the spectral properties, but instead that very little is known about the regolith porosity, and without additional constraints, it was difficult to predict accurate variations of this parameter across the main rings.

As a matter of fact, additional constraints that have not been considered in Paper 2 can be used here to validate or invalidate the conjecture that the A and B ring particles have regolith surfaces that are more porous than those in the C ring and the Cassini Division. Constraints on the porosity of the regolith on top of the ring particles are in fact related to the dynamical activity of these particles via the restitution coefficient \( \epsilon_r \). This parameter is a measure of the energy loss after one encounter between two ring particles \( (\epsilon_r \to 0 \text{ when all kinetic energy was lost in deforming the impactors, and } \epsilon_r \to 1 \text{ when the collision is elastic}) \). We propose to look at the porosity-dependence of \( \epsilon_r \) from

---

4 We must emphasize that the regolith porosity \( P \) is "a priori" totally independent on the porosity of the ring layer \( P_{\text{ring}} \), which is described by many studies as the ring filling factor \( D = 1 - P_{\text{ring}} \), see Salo and Karjalainen (2003). The fact that \( P \neq P_{\text{ring}} \) is simply demonstrated here because we obtain higher values of regolith porosity in the rings that are known to be more compact.
previous studies, which could allow us to narrow down the validity
domain of the regolith porosity knowing the acceptable range
of values for $\epsilon_r$. Because this is a novel approach, we propose
to go deeper in the explanation of the different factors that
affect $\epsilon_r$. It is well known that $\epsilon_r$ depends on the impact
velocity (which is about a few mm.s$^{-1}$, see Schmidt et al. 2009), and
several empirical “laws” of $\epsilon_r$ as a function of the impact velocity have
been derived from laboratory experiments of bouncing ice parti-
cles (Bridges et al. 1984; 1996; Hatzes et al. 1988). Interestingly,
these “laws” depend on the surface state of the ice particles, fixed
arbitrarily to be “very frosty”, “frosty” or “smooth”, and referring
to the roughness of the ice particles. However, the recent study
of Shimaki and Arakawa (2012) shows that the regolith porosity
plays a large role in the result of a collision. These results are
in agreement with the experiments of Bridges et al. (1996), who
showed that $\epsilon_r$ would increase with the number of collisions (see
Fig. 9a) at a constant impact velocity of 0.5 cm.s$^{-1}$, even though the
work of Shimaki and Arakawa (2012) refers to impact velocities
orders of magnitude larger than those likely to be relevant to
rings. Bridges et al. (1996) indicated that the values of $\epsilon_r$ are very
low for the first collisions when the frost layer is loose, but they
steadily increase and reach an equilibrium value of $\epsilon_r \approx 0.8$ when
the frost layer becomes compacted. Consequently, the underlying
result of Bridges et al. (1996) is that the restitution coefficient is
an increasing function of the filling factor (and a decreasing func-
tion of the regolith porosity).

These results allow the roughness terms “very frosty”, “frosty”
or “smooth” to be reinterpreted in terms of porosity. The elasticity
“laws” of Bridges et al. (1984, 1996) and Hatzes et al. (1988) pro-
vide different ranges for the value of $\epsilon_r$, for example, the “very
frosty” law of Bridges et al. (1984, Fig. 1) and the “frosty” law
of Hatzes et al. (1988, Fig. 14) are related to moderate to very
high restitution coefficient values ($0.2 \leq \epsilon_r \leq 1$), and may cor-
respond to high porosities, while the “smooth” law of Hatzes et al.
(1988, Fig. 11) related to only very high restitution coefficient val-
ues ($\epsilon_r > 0.8$), may correspond to low porosities. This qualitative
conversion indicates that the C ring and the Cassini Division should
be close to a “frosty” state, whereas the A and B ring might be even “frostier”.

To complete our approach, the values of $\epsilon_r$ are estimated in
terms of optical depth dependence. It is well-known that high-$r$
regions have more collisions per orbit than low-$r$ regions because
the collision frequency $\nu$ is given by:

$$\nu \propto \Omega \tau,$$

(16)

for small $r$. Here $\Omega$ is the keplerian frequency $\Omega = \sqrt{G M_S / R^3}$, $G$
is the gravitational constant, $M_S$ is Saturn’s mass and $R$ is the dis-
tance to Saturn (Brahic, 1977; Schmidt et al. 2009). (If the self-
gravity of the rings is important, the collision rate can be orders
of magnitude higher, e.g., Wisdom and Tremaine (1988).) There-
fore, high-$r$ regions should have significantly higher values of $\epsilon_r$
than low-$r$ regions. However, $\epsilon_r$ should not linearly increase with $r$
and might reach an equilibrium. Indeed, a “moderately smooth”
law from Hatzes et al. (1988) was used by Schmidt et al. (2009) to
simulate the formation of self-gravity wakes. Their study shows
that “moderately smooth” particles prevent the formation of self-
gravity wakes (Schmidt et al. 2009, their Fig. 14.6). This result
means that we can eliminate the range $\epsilon_r > 0.8$ (i.e., low porosities)
for the A and B rings, in agreement with the range of values de-
@ed in Fig. 8b from our coherent backscattering simulations (i.e.: 0.70 $\leq P \leq 0.82$ for the B ring and 0.60 $\leq P \leq 0.80$ for the A ring).

However, the present approach is very simplistic. Indeed, even
though the average elasticity is likely to adjust dynamically to a
larger value for larger optical depth, as implied by Eq. (16), the
average elasticity should follow the energy balance between viscous
stirring and dissipation (see Goldreich and Tremaine 1978; impact
velocities adjust to give the correct rate of dissipation), rather than
because higher impact frequency is affecting the surface properties
of the rings particles.

All in all, the comparison of Figs. 8b and 9b leads to the idea
that the A and B rings should have ring particles with a high reg-
olith porosity (that might correspond to a “very frosty” state).
while the C ring and the Cassini Division should have less porous
regoliths that correspond to a “frosty” state. It would be interesting
to see the impact of using different $\epsilon_r$-laws with N-body simula-
tions coupled to ray-tracing model on phase curves, since so far,
simulations coupled to ray-tracing model used the same $\epsilon_r$-laws
regardless the ring.

4.2.2. Composition

Pure water ice is characterized by a spectral behavior that re-
sults in: (1) a slightly positive NUV spectral slope (0.35–0.55 $\mu$m)
and (2) a small negative NIR spectral slope (0.55–0.95 $\mu$m) (Warren
et al. 2006), with some variations caused by different effec-
tive size, porosity and roughness of the regolith (Dadic et al.
2013). The smaller opposition surge of the B ring, compared with the
C ring and the Cassini Division (Fig. 2), can be explained with the
ring composition using coherent backscattering theory because the
B ring is believed to have purer water ice than the other rings,
as is well known (e.g., Filacchione et al. 2014). Indeed, theoreti-
cally, pristine water ice leads to narrower coherent backscattering
peaks than other materials. This has been demonstrated with the
coherent backscattering model by Mishchenko (1992), who showed
that by varying only the composition, the angular width of the
coherent backscattering peak (HWPHM$_w$) was smaller for pure water
ice (see Fig. 1 of Mishchenko 1992) than for materials with higher
real refractive index values (see Fig. 3 of Mishchenko 1992). Also,
the hypothesis that the B ring has purer water ice than the other
rings is validated by other datasets, including the B ring’s water
ice band depths (Nicholson et al. 2008; Filacchione et al. 2012;
2013; Hedman et al. 2013) and the B ring’s high geometric albedo
(Fig. 5). Even though, in practice, our assumptions about the com-
position lead to the observed behavior of the ring opposition effect,
to improve the fidelity of the model, the values of the real refractive index of the materials that comprise the rings are necessary. Water ice has a real refractive index of \(n_i = 1.33\) and an imaginary refractive index of \(n_e = 4.4 \times 10^{-9}\) at \(\lambda = 0.6\) \(\mu\)m (Warren, 1984; Warren and Brandt, 2008). According to Poulet et al. (2003) and Ciarniello (2012), contaminants in the rings can be either:

- amorphous carbon (with \(n_i = 2.00 \pm 0.10\) and \(n_e = 0.50 \pm 0.30\) at \(\lambda = 0.6\) \(\mu\)m, see Rouleau and Martin 1991; Zubko et al. 1996),
- Titan tholins (with \(n_i = 1.60 \pm 0.10\) and \(n_e = 0.60 \pm 0.05\) at \(\lambda = 0.6\) \(\mu\)m, see Khare et al. 1984; 1993; 1994),
- Triton tholins (with \(n_i = 1.65 \pm 0.05\) and \(n_e = 0.0030 \pm 0.0002\) at \(\lambda = 0.6\) \(\mu\)m, see McDonald et al. 1994; Ciarniello 2012), or
- silicates (with \(n_i = 1.70 \pm 0.05\) and \(n_e = 0.00010 \pm 0.00005\) at \(\lambda = 0.6\) \(\mu\)m, see Pollack et al. 1994; Fearnside et al. 2016).

A final compound to consider is nanophase iron. According to Pieters et al. (2000) and Noble et al. (2007), nanophase iron (npFe\(\beta\)) produces a strong positive spectral slope across the visible to near-infrared spectra (i.e., the so-called “spectral reddening”), which is well-known in Saturn’s ring spectroscopic investigations, see e.g., Cuzzi et al. (2009):

- nanophase iron should have the same real refractive index as iron (\(n_i = 2.87 \pm 0.10\) and \(n_e = 3.35 \pm 0.5\) at \(\lambda = 0.67\) \(\mu\)m according to Ordal et al. 1988), however, this material has not been used yet in near ultraviolet to near infrared spectral modeling.

Note that in Eq. (14), the influence of the composition on the opposition peak width is considered only with regard to the real part of the refractive index, and the imaginary part is ignored, meaning that absorption within the grains is ignored. The value of \(n_i\) can affect the results only through absorption, i.e., the intensity decreases as \(\exp(-4\pi n_i \lambda /\lambda)\), where \(\lambda\) is the characteristic distance that the light at a wavelength \(\lambda\) goes through the grain. Indeed, for the quantities in Eq. (14) – the scattering cross-section and the phase-function asymmetry parameter – the effect of strong absorption may be noticeable (e.g., Hansen and Travis, 1974). For most of the compounds believed to be present in the rings – water ice, tholins, and silicates – the value of \(n_i\) is quite small at visual wavelengths, and neglecting absorption is justified. On the other hand, for materials such as iron and amorphous carbon, with large \(n_i\) values (see above), absorption could be significant. However, the major issue to overcome with these compounds is the lack of absorption band detections. For example, amorphous carbon has several bands at 3.38, 3.41, and 3.48 \(\mu\)m, and silicates at 9.7 and 18 \(\mu\)m, none of which have been detected so far (Lynch et al., 2000; Brown et al., 2006; Nicholson et al., 2008). As a result, it is justified to neglect absorption at first order for these compounds, even though we consider scattering.

Mishchenko (1992, Figs. 1, 2, 3) provided simulations of the angular width HWHM\(_{d}\) for a subset of values of composition (via the real refractive index \(n_i\), grain size and regolith porosity. In Fig. 10, we have extended the values of \(n_i\) used by Mishchenko (1992) to cover higher values for amorphous carbon and nanophase iron, and we have calculated HWHM\(_{d}\) for different porosities (with an additional value at \(P = 0.5\) that is close to the values for the C ring and the Cassini Division seen in Fig. 8b and Table 1). In Fig. 10, we have superimposed the observed surface width from the ISS data to our simulations. It can be seen that only water ice-based compounds (\(n_i = 1.31\)) offer a good match between the ISS HWHM values and the HWHM\(_{d}\) values. However, with this value of \(n_i\), most sizes and most porosities can fit the ISS data. When increasing the real refractive index, with \(n_i = 1.60\) and \(n_i = 1.70\) which is close to the values for Titan tholins, Triton tholins, and silicates, most of the HWHM\(_{d}\) values where the ratio \(r_0(\lambda)\sim 0.5\) are larger than the ISS width values. We conclude that if the coherent backscattering is driven by small grains of the size of \(\lambda/2\), these grains must be pure water ice and embedded in a porous regolith layer (\(P > 0.5\)).

To constrain the composition more accurately (by separating the water ice from the contaminants), we need to consider how the water ice is mixed with the contaminants. Indeed, spectral modeling has shown that the types of mixture are much more model-dependent than the grain size, meaning that it is almost always possible to find a grain size value to reasonably fit the data, whereas the type of mixture can prevent a fit from converging, see, e.g., Poulet et al. (2003). Types of mixtures include: areal, intimate, and intra, see, e.g., Poulet et al. (2003) and Ciarniello (2012). We also examine the case of the “coat” mixture. A diagram of these mixtures is represented in Fig. 11. These types of mixtures are now reviewed in light of the present results. However, we must underline that the coherent backscattering code used here assumes a homogeneous medium, which seems incompatible with the concept of a mixture. A way to overcome this issue is to use effective compositions. Indeed, considering the randomness of multiple scattering in the coherent backscattering, it seems acceptable to use effective compositions when calculating the refractive index of mixtures.

- **Areal mixture.** An areal mixture consists of isolated contaminant grains on the surface (see Fig. 11). In this type of mixture, the light interacts either with ice grains or with contaminant grains, but not both. This type of mixture has not been modeled for the rings yet (Cuzzi et al., 2008). To test this hypothesis, we again use the coherent backscattering predictions seen in Fig. 10 to seek clues to the ring composition. As seen in Fig. 10, coherent backscattering simulations show that materials with higher real refractive indices (\(n_i = 2.90\)) have larger HWHM\(_{d}\) than materials with lower real refractive indices (\(n_i = 1.31\)). Previous composition calculations by Poulet et al. (2003) have indicated that the fitting the C ring spectra does not require free amorphous carbon contrary to the A and B rings spectra, meaning the C ring might contain less amorphous carbon (i.e., less dark contaminants) than the A and B rings. For the sake of the calculations, we assume: (1) the areal mixture consists of small grains of contaminants (\(r_0/\lambda\leq 0.2\) and \(n_e < 1.6\)) producing the dominant part of the backscattering; (2) the contaminants are more abundant in the A and B rings than in the C ring, as claimed by Poulet et al. (2003). If we consider the coherent backscattering predictions seen in Fig. 10, the areal mixture hypothesis could be valid for contaminants such as tholins, silicates, amorphous carbon, and nanophase iron, but for specific effective grain sizes. Indeed, for the tholins, the silicates, and the amorphous carbon (respectively \(n_i = 1.6\) i.e., \(\lambda > 2.0\)), HWHM\(_{d}\) is out of the range of the ISS HWHM values for \(r_0/\lambda = 0.1\) but a good match can be found for \(r_0/\lambda = 0.2\) or for \(r_0/\lambda > 1.5\). In the case of nanophase iron (\(n_i = 2.9\)), the only match possible between HWHM\(_{d}\) and HWHM is for \(r_0/\lambda = 0.1\). However, as explained earlier, it seems unlikely that coherent backscattering would be involved either with ice contaminants, or with contaminant grains, but not with both.

- **Intra-mixture.** An intra-mixture consists of small contaminant grains embedded within large ice grains (see Fig. 11). With this type of mixture, photons can be absorbed or scattered before reaching ice/contaminant interfaces. This process is very effective for lowering the albedo. This mixture has been tested for the main rings by Poulet et al. (2003) and Ciarniello (2012). The usual method to calculate the effective real refractive index of an intra-mixture is with the use of the Maxwell Garnett mixing
rule (see e.g., Bohren 1986; Choy 2015):

$$\varepsilon_{\text{eff}} = \varepsilon_1 + \frac{3f_2\varepsilon_1(\varepsilon_2 - \varepsilon_1)}{\varepsilon_2 + 2\varepsilon_1 - f_2(\varepsilon_2 - \varepsilon_1)}$$  (17)

$$n_{\text{eff}} = \sqrt{\varepsilon_{\text{eff}}}.$$  (18)

where $\varepsilon_1$ and $\varepsilon_2$ are the complex dielectric constants of the matrix material and of the embedded contaminant material, respectively, and $f_2$ is the fraction of contaminant. Eq. (17) assumes that the inclusions are much smaller than the wavelength.

When comparing the angular widths predicted from the coherent backscattering model using refractive indices of intra-mixtures to the widths of the observed opposition surge (Table 2), we note that it is not possible to reproduce the main radial variations of the observed opposition surge. This result implies that while the a combination of mixtures can reproduce the shape of the spectra of the main rings, the resulting composition is not in agreement with the prediction of the opposition effect via coherent backscattering. This result appears to be in contradiction with the strong correlation that we found between the opposition surge morphology and the spectral properties. As a consequence, we see that this result can be interpreted two ways: either the intra-mixture is not suitable for the rings, as they were implemented by Poulet et al. (2003) and Ciarniello (2012); or the intra-mixture might be suitable for the rings, but recent studies have shown that the conditions of applicability of approximate effective mixing rules are quite strict and may not be satisfied in the cases considered, see for a review Mishchenko et al. (2016). We will go back to this issue when detailing the analysis for an intimate mixture, as well as the analysis of the grain size and the regolith porosity. However, in the absence of a better solution for the composition, we will keep the composition proposed by Poulet et al. (2003) and Ciarniello (2012).

- Intimate mixture. An intimate mixture consists of contaminant grains mixed with pure water ice grains (see Fig. 11). This type of mixture has been tested for the main rings by Poulet et al. (2003) and Ciarniello (2012). In this type of mixture, the resulting reflectance is a weighted average of the reflectance of the different materials. A reasonable approximation to calculate the effective reflectance of an intimate mixture is with the use of the “linear mixing rule”. This rule asserts that the refractive index of the mixture is given by the linear average of the indices of the components weighted by their volume fractions:

$$n_{\text{tot}} = f_1n_1 + f_2n_2.$$  (19)

We have calculated the refractive indices for the main rings using the linear mixing rule seen in Eq. (19) for the abundances of Ciarniello (2012). Note that the abundances of Poulet et al. (2003) provide roughly similar refractive index values as those of Ciarniello (2012), see Table 3. Indeed, $n_{\text{tot}} \sim 1.4$ in the A ring, $n_{\text{tot}} \sim 1.35$ in the B ring, and $n_{\text{tot}} \sim 1.33$ in the C ring. However, slight discrepancies in the $n_{\text{tot}}$ values can be noted, and can be attributed to:

(a) different size distributions: a power law distribution for Ciarniello (2012) and discrete values for Poulet et al. (2003),

(b) different viewing geometries: at moderate phase angles for Ciarniello (2012, with $\alpha = 17.2^\circ$ for the A ring, $\alpha = 27.0^\circ$ for the B ring, and $\alpha = 37.5^\circ$ for the C ring), and at low phase for Poulet et al. (2003, with $\alpha = 0.6^\circ$ and $4.7^\circ$ for all rings),

(c) the location within each ring (Ciarniello (2012) worked on small ring regions of 1000 km length while Poulet et al. (2003) averaged each ring over its entire width).
Table 2
Derivation of the effective refractive index $n_{\text{eff}}$ (intra-mixture) for the A, B and C rings and the Cassini Division using the Maxwell Garnett mixing rule – Eq. (17) – and the composition abundances of Ciarniello (2012). In the case of the intimate mixture, we derive the total refractive index $n_{\text{tot}}$ using the linear mixing rule of Eq. (19). In both mixtures and in all rings, the porosity is assumed constant ($\rho = 0.8$) or is defined by $P_{\text{tot}}$, seen in Table 1, and the grain size distribution follows the narrow gamma distribution seen in Eq. (15) with $\tau = 1.65$ so that the wavelength is in the range of the ISS CLEAR filters ($\lambda = 0.625 \mu m$ in the simulations while $\lambda = 0.631 \pm 0.170 \mu m$ for the NAC and $\lambda = 0.635 \pm 0.143 \mu m$ for the WAC, see Table 1 of Paper 1). The coherent backscattering angular width $\text{HWHM}_{\text{cb}}$ from Eq. (14) is numerically calculated for intramixtures and intimate mixture. Mixture 1 in the table is an intimate mixture of Mixture 2 and Mixture 3, with Mixture 2 corresponding to an intramixture of water ice with Triton tholin for all the cases, while Mixture 3 corresponds to either pure amorphous carbon (for the A and B rings) or an intramixture of water ice with amorphous carbon (for the Cassini Division and the C ring). The rings are sorted from left to right to increased values of the observed opposition surge’s width from the ISS data. Simple comparison of the radial variations of the coherent backscattering angular width $\text{HWHM}_{\text{cb}}$ to the ISS surge $\text{HWHM}$ shows disagreement at constant porosity (see text for details).

<table>
<thead>
<tr>
<th>Ring</th>
<th>Distance to Saturn</th>
<th>$\tau$</th>
<th>ISS optical surge HWHM</th>
<th>Intimate mixture</th>
<th>Intramixture</th>
<th>Abundance</th>
<th>Mixture 1</th>
<th>Mixture 1</th>
<th>Mixture 1</th>
<th>Mixture 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>102,000–103,000 km</td>
<td>1.650</td>
<td>0.22°</td>
<td>96.5%</td>
<td>99.5%</td>
<td>Water ice</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td></td>
<td>128,000–129,000 km</td>
<td>0.418</td>
<td>0.27°</td>
<td>3.5%</td>
<td>99.6%</td>
<td>Triton tholin</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td></td>
<td>118,000–119,000 km</td>
<td>0.133</td>
<td>0.30°</td>
<td>88%</td>
<td>□</td>
<td>Amorphous carbon</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td></td>
<td>80,000–81,000 km</td>
<td>0.009</td>
<td>0.33°</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td></td>
</tr>
</tbody>
</table>

| Mixture 2 | 1.3315 | 0.23° | 0.23° | 0.23° | 0.23° | 0.23° | 0.24° | 0.24° | 0.24° |
| Mixture 3 | 2.000  | 0.36° | 0.36° | 0.36° | 0.36° | 0.36° | 0.50° | 0.50° | 0.50° |

| Mixture 1 | 1.3312 | 0.35° | 0.35° | 0.35° | 0.35° | 0.35° | 0.55° | 0.55° | 0.55° |
| Mixture 2 | 2.000  | 0.55° | 0.55° | 0.55° | 0.55° | 0.55° | 0.55° | 0.55° | 0.55° |
| Mixture 3 | 1.3312 | 0.35° | 0.35° | 0.35° | 0.35° | 0.35° | 0.55° | 0.55° | 0.55° |

| Intimate mixture | 1.3354 | 0.25° | 0.25° | 0.25° | 0.25° | 0.25° | 0.30° | 0.30° | 0.30° |
| Intramixture     | 1.4144 | 0.27° | 0.27° | 0.27° | 0.27° | 0.27° | 0.41° | 0.41° | 0.41° |

Fig. 11. Schematic representations of two-component mixtures: areal, intimate, intra- and coat (adapted from Langevin et al. (2005) and Guiarrama et al. (2007)).

Table 3
Derivation of the total refractive index $n_{\text{tot}}$ in the case of the intimate mixture using the linear mixing rule of Eq. (19) for the abundances calculated by Poulet et al. (2003) and Ciarniello (2012).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A ring</td>
<td>1.3850</td>
<td>1.4144</td>
</tr>
<tr>
<td>B ring</td>
<td>1.3476</td>
<td>1.3549</td>
</tr>
<tr>
<td>Cassini Division</td>
<td>1.3312</td>
<td>1.3332</td>
</tr>
<tr>
<td>C ring</td>
<td>1.3311</td>
<td>1.3352</td>
</tr>
</tbody>
</table>

Then, the angular widths from the coherent backscattering model using refractive indices of intimate mixtures are given in Table 2. When comparing these widths to the width from the ISS data, we see that the radial variations of the observed opposition surge are not reproduced. As a result, the variations of the surge width are matched neither by an intra-mixture, nor by an intimate mixture. We note that while these types of mixing could fit the spectra of the main rings (Poulet et al., 2003; Ciarniello, 2012), the resulting refractive indices do not reproduce the opposition surge width of the main rings, which is puzzling.

• Coat mixture. A coat mixture consists of a layer of contaminated ice covering a core of rock. This concept can occur at two different scales: microscopically, at the regolith grain scale, or macroscopically, at the ring particle scale.

At a microscopic scale, processes such as sputtering can coat individual regolith grains with a super thin film of contaminants so that the regolith grain itself is a structural onion-skin type mixture, e.g. (Hapke, 1986b).

At a macroscopic scale, this coat mixture has been formulated by Déau (2007), and was tested recently on CIRS equinox data by Morishima et al. (2016). The assumption is that the light penetrates deeper into the regolith and reaches the subsequent layers up to the particle core. However, only the light at longer wavelengths should be concerned (i.e. in the thermal infrared), meaning that at optical wavelengths, the coat mixture is not very different from the intimate mixture. Thus, our results for the intimate mixture should be similar for the coat mixture.

4.2.3. Grain size
One of the pillars of the coherent backscattering theory is that it depends strongly on the size of the grains, e.g. Wolf and Maret (1985). The coherent backscattering theory predicts that the angular width of the surge increases with increasing grain size when the grain size is less than half of the wavelength ($r_0 < \lambda/2$), and then increases with increasing grain size for larger grain sizes ($r_0 > \lambda/2$). In Eq. (14), the grain size is given by the effective radius of a gamma size distribution. However, other size distributions are possible, such as the power law (used in Paper 2) or a log-normal distribution. We propose to study each parameter of the size distribution (effective size, width of the size distribution, and type of size distribution) to assess the impact of the grain size on $\text{HWHM}_{\text{cb}}$. 


• The effective radius

The role of the effective radius on HWHM_{cb} is quite self-explanatory. As previously seen in Figs. 8 and 10, HWHM_{cb} increases up to r_0/\lambda < 1/2, and then decreases with increasing r_0/\lambda, with a shape similar to a Gaussian. To test a more realistic case, we have used the porosity P_{mean} in Table 1, \lambda = 0.6 \mu m, and the composition of Ciarniello (2012) for the intimate mixture seen in Table 2. For this test, we use the narrow gamma size distribution seen in Eq. (15). The simulations are presented in Fig. 12, where one can see that the gaussian-shape size-dependence of HWHM_{cb} is easily reproduced. In addition, as the selected composition is given for small specific regions in the main rings, we can compare the simulations to the ISS data to derive a size that allows them to match. It turns out that for a constant porosity, two possible effective sizes r_0 allow a match between HWHM_{cb} and HWHM derived from the ISS data: either very small sizes (r_0 \sim 0.1 \mu m) for r_0 < \lambda, or micron-sized values for r_0 > \lambda. These sizes are reported in Table 4. In Fig. 12, for r_0 > \lambda, it can also be seen that r_0 is larger in the C ring (1.33 \mu m) than in the B ring (1.22 \mu m). This result is new because the grain sizes are usually larger in the B ring than in the C ring (Poulet et al., 2002; Filacchione et al., 2012; Hedman et al., 2013; Déau, 2015). The origin of this difference lies in the assumption of the regolith porosity. In all of the previously cited works, the regolith porosity was assumed constant across the rings, whereas in the present case, the porosity significantly varies with P_{mean} seen in Table 1. To demonstrate that larger sizes can be found in the B ring, we have used a constant porosity of P = 0.8 in Fig. 12. The gaussian shape is very similar to the one for P = P_{mean}, but the values of HWHM_{cb} are significantly smaller, except in the B ring where P_{mean} is close to 0.8 (see Table 1). As expected, the effective size r_0 is larger in the B ring (1.11 \mu m) and smaller in the C ring (0.75 \mu m) when r_0 > \lambda. This result provides a strong explanation for a long-term result concerning the sizes of the ring regolith, and how the degeneracy between model parameters can be removed.

Finally, a third and last case is presented in Fig. 12, the case where r_0 is close to \lambda/2. In this specific case, HWHM_{cb} is maximum and equals HWHM from the ISS data. We have run numerous simulations to find the porosity that allows the match HWHM_{cb} = HWHM. This porosity, called P_{max}, has the following values: 0.918 in the B ring, 0.926 in the A ring, 0.865 in the Cassini Division, and 0.850 in the C ring. These values are, however, out of the possible range first derived with a composition of \eta = 1.31 (see the range of values in Table 1). In addition, it can be noted that these values are not compatible with three “canonical” surface states from the restitution coefficient inversion (Fig. 9b). This result suggests that finding an acceptable range of values for all the input parameters of the coherent backscattering model should be an iterative process. As a summary, there are three ways to interpret the role of the effective grain size:

- The effective radius is about \lambda/2, and in this case HWHM_{cb} is maximum with P = P_{max}. However, this should be very coincidental and unlikely to have the effective grain size of the ring regolith about \sim \lambda/2.

- The effective radius is less than \lambda/2; in this case the porosity does not count as the retrieval of the r_0 leads to a similar value (r_0 \sim 0.1 \mu m, see Fig. 12 and Table 4).

- The effective radius is greater than \lambda/2, and then the porosity plays a role: (a) if the porosity is constant in all the rings, the effective radius is maximum in the B ring, and minimum in the C ring. This is a general result found in virtually all the previously published spectroscopic works on the rings, see e.g. (Filacchione et al., 2012; their Table 6) and Hedman et al. (2013, their Fig. 17) or (b) if the porosity varies as indicated in Table 1, the situation is reversed and the C ring has the largest effective grains.

• The size range

In the previous section, we focus on the effective radius of the gamma size distribution seen in Eq. (15); however, in most ring studies, the power law is the mostly favored size distribution because it is easy to handle and requires only the boundaries of the distribution (r_{min} and r_{max}) as well as the power law index q, which is often set to –3, see a review in Paper 2. The formula for the power law size distribution with an index –3 is given by:

\[ n(r) = \frac{2r^2_{\text{min}}r^2_{\text{max}}}{r^2_{\text{max}} - r^2_{\text{min}}} \]  

for \( r_{\text{min}} \leq r \leq r_{\text{max}} \), see Hansen and Travis (1974). Note that Eq. (20) is the exact formula for a power law of –3 while most studies used the approximate form without the normalization coefficient (see e.g. Eq. (1) of Paper 2). The effective grain size and the variance for \( q = -3 \) are:

\[ r_{\text{eff}} = \frac{r_{\text{max}} - r_{\text{min}}}{\ln(r_{\text{max}}/r_{\text{min}})} \]  

\[ \nu_{\text{eff}} = \frac{r_{\text{max}} + r_{\text{min}}}{2(r_{\text{max}} - r_{\text{min}})} \ln\left(\frac{r_{\text{max}}}{r_{\text{min}}}\right) - 1. \]  

Note that the effective grain size formula can also be found for various power law indices in Table 3 of Déau (2015, Paper 2). As can be seen with Eqs. (21) and (22), the effective radius and the variance are determined by the choices of r_{min} and r_{max}. It is here proposed to explore the range of values for these two parameters in order to assess their impact on the determination of HWHM_{cb}. In Fig. 13, three methods are tested: first, the variance is kept constant (Fig. 13a), second, r_{min} is kept constant (Fig. 13b), and third, r_{max} is kept constant (Fig. 13c). The resulting variations of HWHM_{cb} are explained below:

- when the variance is kept constant, HWHM_{cb} is basically an increasing function of decreasing r_{eff}, see Fig. 13a. In this set of simulations, r_{min} varies from 10 \mu m to 0.2 \mu m and r_{max} varies from 60 \mu m to 1 \mu m. Large values of r_{min} and r_{max} (\geq 10 \mu m) lead to very small HWHM_{cb} values of about 0.0018, while small values of both r_{min} and r_{max} (\leq 1.5 \mu m) allow HWHM_{cb} to match the angular width of the ISS data.

- when the minimum radius r_{min} is kept constant and fixed at 0.1 \mu m (Fig. 13b), HWHM_{cb} varies the same way as in the case of a constant variance. Even with r_{min} = 0.1 \mu m, large values of r_{max} still lead to extremely small values of HWHM_{cb} that are not compatible with the ISS data. Therefore, r_{max} values of 1 \mu m (or smaller) are necessary to reach similar values of angular width from the ISS data.

- when r_{max} is kept constant, HWHM_{cb} is an increasing function of increasing r_{eff}, which is unusual in light of the two former cases. Here, the minimum radius r_{min} varies from 0.01 \mu m to 1 \mu m while r_{max} is kept constant at 5 \mu m (Fig. 13c). These very extreme values of radii for both r_{min} and r_{max} are responsible for the distinct behavior of HWHM_{cb}. In addition, it can be noted that HWHM_{cb} cannot reach values as high as the ones from the ISS data, even though the effective radius is about 1 \mu m, a value that was still possible in the case of a constant variance (Fig. 13a) or even in the case of the gamma size distribution (see Table 4 and Fig. 12). This demonstrates that setting r_{max} to very large values (e.g. 5 \mu m) does not produce a significant peak width.
Table 4

Effective grain size values from the match of the coherent backscattering angular width HWHM<sub>b</sub> from Eqs. (14), (15), and (20) and the ISS surge HWHM seen in Fig. 12. The other input parameters of the simulations are: λ = 0.6 μm, P = 8 (or P = P<sub>max</sub> from Table 1) or P = P<sub>min</sub> with P<sub>min</sub> = 0.918, 0.926, 0.865, 0.83 for the B, A, CD, C rings respectively) and n<sub>i</sub> = n<sub>iss</sub> from Table 2.

<table>
<thead>
<tr>
<th>Ring</th>
<th>r&lt;sub&gt;0&lt;/sub&gt; &lt; λ</th>
<th>r&lt;sub&gt;0&lt;/sub&gt; = λ/2</th>
<th>r&lt;sub&gt;0&lt;/sub&gt; &gt; λ</th>
<th>r&lt;sub&gt;eff&lt;/sub&gt; &gt; λ</th>
</tr>
</thead>
<tbody>
<tr>
<td>A ring</td>
<td>0.115 μm</td>
<td>0.25 μm</td>
<td>1.00 μm</td>
<td>1.22 μm</td>
</tr>
<tr>
<td>B ring</td>
<td>0.110 μm</td>
<td>0.25 μm</td>
<td>1.11 μm</td>
<td>1.22 μm</td>
</tr>
<tr>
<td>Cassini Division</td>
<td>0.143 μm</td>
<td>0.28 μm</td>
<td>0.73 μm</td>
<td>1.28 μm</td>
</tr>
<tr>
<td>C ring</td>
<td>0.155 μm</td>
<td>0.30 μm</td>
<td>0.67 μm</td>
<td>1.33 μm</td>
</tr>
</tbody>
</table>

Fig. 13. Variation of HWHM<sub>b</sub> from Eq. (14) and (20) using various values for r<sub>min</sub> and r<sub>max</sub>, and consequently various values of r<sub>eff</sub>, see Eq. (21). The other input parameters of the simulations are: λ = 0.6 μm, P = P<sub>min</sub> from Table 1, and n<sub>i</sub> = n<sub>iss</sub> from Table 2 for the B ring region between 102,000 km and 103,000 km. Panel a represent the results of simulations with a constant variance, Panel b with a minimum cutoff r<sub>min</sub> set to be constant, and Panel c with a maximum cutoff r<sub>max</sub> set to be constant.

As a result, too small values of r<sub>min</sub> or too large values of r<sub>max</sub> can prevent HWHM<sub>b</sub> from reaching the level of HWHM values of the ISS data. This can allow us to constrain the grain size range of the four specific regions in the main rings seen in Table 2.

In Fig. 14, we represent the results of several batches of simulations for HWHM<sub>b</sub>, with each batch corresponding to a fixed value of r<sub>min</sub> and a varying value of r<sub>max</sub>. These simulations indicates that very small values of the lower cutoff (i.e. r<sub>min</sub> = 0.035 μm) and large values of the lower cutoff (i.e. r<sub>min</sub> = 3.5 μm) do not allow HWHM<sub>b</sub> to reach the level of HWHM from the ISS data. For the higher cutoff (i.e. r<sub>max</sub>), values larger than 2 μm do not allow a match between HWHM<sub>b</sub> and HWHM. Therefore, one can conclude that r<sub>min</sub> > 0.035 μm and r<sub>max</sub> < 2 μm are the two conditions necessary to allow a match between HWHM<sub>b</sub> and HWHM. In detail, the range of values of effective radius r<sub>min</sub> is given for each ring region in Table 4.
1. Comparison with other sizes

We propose here a brief comparison of the grain sizes from other studies, by focusing particularly on the grain sizes derived from the Cassini VIMS water ice band depths with the method of Filacchione et al. (2012). These values are reported by Filacchione et al. (2012, Table 6) using an inversion based on laboratory data to convert the 1.25 μm and 1.5 μm water ice band depths to grain sizes. As these values are averaged for each ring (see Fig. 15), to have a sense of the radial variations of the grain size, we have used the inversion method (Filacchione et al. 2012, Fig. 6) with the VIMS 1.5 μm band depths of Hedman et al. (2013) from the observation VIMS_008_R1_DDHRCOMP. We first note that the grain sizes from the 1.5 μm band depths of Filacchione et al. (2012) and Hedman et al. (2013) are compatible, which proves that the grain size derivation with this inversion method is not very sensitive to the viewing geometry. The comparison of the grain radii from the VIMS data and from the HWHM matching method seen in the previous section (Fig. 14) provides a good agreement between the values, except in the A and B ring, see Fig. 15. Moreover, in the C ring and the Cassini Division, there is only an agreement between the sizes from Fig. 14 and the VIMS grain sizes from the 1.25 μm water ice band depths. Another way to see this agreement is to note that the C ring and the Cassini Division grain sizes from the 1.25 μm water ice band depths are very small, which is always the case in the coherent backscattering simulations of Fig. 14.

To search for clues about the discrepancies between the VIMS grain sizes and the grain sizes from the coherent backscattering simulations, we investigate other grain sizes. Another way to estimate grain sizes is to use the coherent backscattering theory of Shkuratov et al. (1999a). In the theory of Shkuratov et al. (1999b) (where the grain size d is wavelength-sized or larger), the amplitude of the coherent backscattering peak decreases with increasing grain size. This result has been approximated by Poulet et al. (2002) as:

\[ A_{cb} = 1 + \frac{\exp(-d/L)}{2} \]  \hspace{1cm} (23)

with L the scattering length within the material. Hedman et al. (2013) derived a scattering length from the spectral Shkuratov et al. (1999a) model. This length can be approximated to the parameter L of the Shkuratov et al. (1999b) opposition effect model that has been used in Paper 2. Then using Eq. (23), the grain size d can be derived by assuming that \( A_{cb} \approx A \), with A the surge amplitude from the ISS data seen in Fig. 2 and obtained in our Paper 1.

In order to have the smallest opposition amplitudes with the coherent backscattering theory, as in the ISS observations (Fig. 2), the A and B rings must have the largest grains. This trend, depicted in Fig. 15, is very similar to the one from the
VIMS sizes, except for the A ring. We thus conclude that the size dependence of the coherent backscattering amplitude is compatible with the grain size values in the B and C rings and the Cassini Division. Interestingly, the sizes from Eq. (23) are also compatible with the sizes from the coherent backscattering simulation seen in Fig. 14. From these various agreements, we can conclude that the B ring has larger grains and might be in the geometric optics domain where the grain size is far larger than the wavelength. In the C ring and the Cassini Division, the Mie scattering domain might be valid. Finally, in the A ring, the disagreement between the VIMS sizes on one hand and the coherent backscattering theories on the other hand could be the consequence of both scattering regimes being valid for this ring.

4.2.4. Regolith roughness

Only a few studies have investigated the role of roughness on coherent backscattering. Two kinds of surface roughness can be defined: one with large height variations and steep slopes and the other with only small height variations (Muinonen, 1994). Among the recent studies about the effect of the roughness on the opposition effect (e.g., Zubko et al., 2007; Grynk and Pulbere (2009)), the work of Parviainen and Muinonen (2007, 2009) seems to show that the two types of roughness should have similar effects on the opposition effect morphology. However, the main trends are not clear in these studies.

4.2.5. Summary

In summary, we conclude that the effective grain size, the regolith porosity, and the composition all have an impact when reproducing the angular width of the opposition effect, via the coherent backscattering theory. However, these three parameters do not impact HWHM\textsubscript{b} equally. Indeed, using the results of the matching between the HWHM and HWHM\textsubscript{b} from Figs. 10 and 12 that we summarize here in Fig. 16, it can be concluded the composition should not have a primary role, and it is actually the regolith porosity and the effective grain size that are preponderant. Indeed, it is possible to find an agreement between the HWHM and HWHM\textsubscript{b} for various values of refractive indices, while the regolith porosity and the effective grain sizes are restricted to specific ranges.

4.2.6. Limitation of the approach and future work

In this section, we have used the coherent backscattering model of Mishchenko (1992) to seek for clues on origin of the strong correlation between opposition surge morphology and spectral properties (in particular water ice band depths). However, it must noted that this model has strong assumptions, and to be cautious with the interpretation of the simulation results, it is important to provide an assessment of the weaknesses and limits introduced by the simplifications that Mishchenko (1992) adopted to make his coherent backscattering model practical enough for computation without violating Maxwell’s equations. Before starting, it is noteworthy to reiterate the current standard designation for entities that make up Saturn’s rings: particles are the big, macroscopic objects detected by stellar occultations (Zebker et al., 1985; Showalter and Nicholson, 1990; French and Nicholson, 2000; Jerousek et al., 2016), grains belong to the regolith that covers the ring particles (Poulet et al., 2002).

- The fundamental pillar of coherent backscattering is that the dominant scatterers are too small to fall within the geometric optics domain and too transparent to cast shadows. To make coherent backscattering observable (i.e., to make the angular width of its manifestations sufficiently large), they must be comparable to or smaller than the wavelength of light. For example, at optical wavelengths, it means that the scatterers are sub-micron-sized grains (Mishchenko, 1992), whereas at longer wavelengths like the radio domain, the scatterers are centimeter-sized ring particles (Mishchenko and Dlugach, 2009).

In most planetary surfaces, such small regolith grains are not easy to interpret when modeling optical opposition effects. Indeed, considering previous works on lunar regolith grains (Hapke et al., 1993), interplanetary dust grains (Brownlee et al., 1980; Greenberg and Hage, 1990), and captured cometary grains (Tuzzolino et al., 2004), there are indications that micro-structured surfaces on airless planetary bodies are most likely to be micro-structural irregularities on the surfaces and within the regolith grains themselves, and those structural imperfections might act as scatterers in their own right. However, in the case of the rings, we have evidence that submicrometer-sized grains exist for quite some time now. Observed by Voyager and Cassini in the outer B ring, levitated dust grains create radial patterns called spokes, e.g. Smith et al. (1981), Mitchell et al. (2013), which are well modeled by radiative transfer theory that includes micron-sized grains, (Doyle et al., 1989; Doyle and Grun, 1990; McGhee et al., 2005; D’Aversa et al., 2010). In the present work, we have just assumed that grains as small as the spoke dust are present in the other main rings.
• Mishchenko (1992) assumed that the regolith porosity provides a measure of the separation between the grains forming the outer regolith layer. Consequently, the regolith porosity from the model should not be not a representation of porosity of the ring particle up to its core. Indeed, assuming that the porosity of each regolith layer is uniform throughout the ring particle interior might not be correct, as in-situ Apollo measurement showed in the case of the Moon that as we go deeper in the lunar regolith, the porosity decreases (Carrier et al., 1973).

• In Section 4.2.2, we defined several mixtures that are often used for ring spectroscopic modeling: the areal mixture, the intra-mixture, the intimate mixture, and the coat mixture, see Fig. 11. So far, the rings are better modeled spectroscopically with intra and intimate mixtures, see Poulet et al. (2003) and Ciarniello (2012), therefore we have calculated the effective refractive indices from these studies in Table 3 using the very simple mixing Eqs. (17) and (19). We have injected these effective refractive indices onto Mishchenko (1992)'s model and derived coherent backscattering angular widths. However, the model assumes an homogeneous medium. In Section 4.2.2, we have argued that using effective refractive index is an acceptable assumption considering the random nature of the multiple scattering involved in coherent backscattering. Also, considering that we are using a single wavelength in the present study, uncertainties on composition introduced by the mixing rules might not have a large impact. Future modeling of coherent backscattering should include mixtures that are directly handled by the model itself, e.g. (Lasue et al., 2007; 2009).

• Mishchenko (1992) adopted perfectly smooth spheres to model regolith grains. However, for highly comminuted regolith grains, especially those made of volatile materials that have been bombarded by radiation and energetic particles, grains' surface might present micro-structural damage or imperfections: micropits, cracks, embedded contaminants, inclusions, crystal defects etc. These micro-structures are not fully modeled yet, although the recent work of Mishchenko and Dlugach (2012) and Dlugach and Mishchenko (2015) has analyzed the behavior of the integral and angular scattering characteristics of spheres with, respectively, surface minerals/soot and inclusions. As a result, using smooth grains is somewhat geologically unrealistic, but it is useful for exploring the behavior of the coherent backscattering opposition effect in a semi-quantitative way.

• From Figs. 2, 4, and A1, we have shown that A and HWHM follow the same trends with radial distance to Saturn and VIMS spectral properties. We have previously argued that this result could imply that A and HWHM are likely to be controlled by the same mechanisms. However, this viewpoint is too simplistic for the following reasons. It is clear that A and HWHM are controlled by the same mechanisms responsible for producing the opposition peak (since they both describe the shape of this peak, rather than because they show the identical trends), and coherent backscattering is dominant (since the opposition peak measured in Saturn’s rings is narrow, while shadow hiding produces a wider peak). In the mean time, the trends in the behavior of the peak’s amplitude and angular width may differ in dependence on which of the properties of the scattering medium are varied and what the other properties are. Indeed, the growth of the interparticle distance (i.e., the interference base) considered by Mishchenko makes both the amplitude and the width of the peak smaller. However, the change in the other properties of the medium may produce the effects of different signs on A and HWHM even for the medium, where coherent backscattering plays a major role in the opposition effect. For example, for smaller particles or more porous media, the opposition surge becomes higher and narrower, while the consequences of changes in the real and imaginary parts of the refractive index may vary depending on the porosity and particle size (Lumme and Penttilä, 2011; Dlugach et al., 2011; Tishkovets and Petrova, 2013; 2017). Future simulations with both amplitude and angular width as outputs and comparison with A and HWHM from the data (and not only HWHM as is done here) will greatly improve our understanding of the regolith properties’ interplay.

• Finally, to provide possible constraints for surface regolith properties, we have fit results from the coherent backscattering model of Mishchenko (1992) to yield the HWHMs derived from the data. However, we note that the HWHM values derived from the ring phase curves vary from one study to another, especially in the HST studies (Poulet et al., 2002; French et al., 2007). Discrepancies between A and HWHM values could be a wavelength effect. Indeed, from the coherent backscattering theory, HWHM_{0\lambda} significantly varies with the wavelength, therefore it is expected that HWHM might vary as well, if believed to be caused by coherent backscattering. In the present paper, we are using broadband images with the CLEAR filters (λ = 0.611 ± 0.170 μm for the NAC and λ = 0.635 ± 0.143 μm for the WAC) whereas previous HST studies (Poulet et al., 2002; French et al., 2007; Salo and French, 2010), used bandpasses with Δλ ranging from 0.037 to 0.176 μm, see Table II of Cuzzi et al. 2002. We will compare HWHM values from Cassini and HST data in future work.

Another effect could be the use of different morphological models. In theory, when the data have a good phase angle sampling, including very small phase angles, all morphological models tend towards the same set of values. However, when the phase angle sampling is poor and/or when the phase curve does not cover the smallest phase angles, all models will extrapolate the data to obtain the best fit, and some models are better doing it than others. For example, with Paper 1 dataset and using the linear-exponential model, see Eq. (3) in Paper 1, Déau (2007) noted a factor of two smaller HWHM for a C ring phase curve with a typical phase angle coverage (0.025°-25°) and the same phase curve with part of the surge removed (omitting the data at phase angles less than 0.3°), see Figure E2, page 371. This result is confirmed with the discrepancy between two HST studies where the phase angle coverage varies: with the phase curves of Poulet et al. (2002) having a mediocre phase angle coverage at low phase (0.3°–6°), the C ring’s HWHM is about 0.67μm at 0.555 μm, see their Table II, whereas in the study of French et al. (2007), with better coverage at low phase (0.012–6°), the C ring’s HWHM is about 0.10μm at 0.555 μm, see their Table 5. Although the ratio between the two HWHM inferred from HST data is closer to 7 than to 2, we note that if these HST studies would have used our methodology to constrain the regolith properties, the inferred values would have been different from ours.

5. Conclusions

We summarize the main conclusions of our work:

1. One of our main concerns from previous works on the ring opposition effect is the nature of the mechanism involved. From the previous work on the elevation angle dependence of observed opposition effect seen in the HST datasets, (Salo and French, 2010), there is evidence that coherent backscattering, regolith shadow hiding, and interparticle shadowing are likely to be present to form the ring opposition effect. However, since the phase curves analyzed in Paper 1 correspond to rather high elevation angles (see Fig. 1 of Paper 2), the contribution from mutual shadowing
is in the current case less than that due to the contribution of coherent backscattering and regolith shadow hiding. From the present work, which shows the strong correlation between the surge amplitude and the water ice band depth at 1.5 μm (Fig. 4a), one can conclude that the mechanism that affects the water ice band depth observed by VIMS at moderate phase angle is also acting in the opposition surge seen by ISS. This correlation indicates that this common mechanism must be wavelength dependent, as the cited quantities were measured at various wavelengths. So far, there is evidence that this mechanism is coherent backscattering because only coherent backscattering can act on water ice bands and the opposition surge at the same time, see Mishchenko et al. (2006), Kolokolova et al. (2010) and Muinonen et al. (2012). Quite importantly, coherent backscattering caused by microscopic regolith grains is the only optical mechanism that has been shown to cause simultaneously both the spike-like photometric and the polarimetric opposition effects observed for Saturn’s rings (Lyot, 1929; Mishchenko, 1993; Rosenbush et al., 1997; Mishchenko et al., 2009). Also, because the alternatives (regolith shadow hiding and interparticle shadow hiding) are wavelength-independent, see Shkuratov et al. (1999a) and Salo and French (2010), coherent backscattering appears as the only valid candidate. To be exact, there is one more wavelength-dependent mechanism that may contribute to the opposition effect (the near-field mechanism, which operates primarily in densely-packed, low-albedo media, see the Introduction). However, its contribution should not be significant here because Saturn ring’s regolith is not likely to be a densely packed medium (indeed elastic collisions and low impact velocities between ring particles have been established to rule the ring layer, and these dynamical constraints seem to favor porous regoliths).

As the regolith albedo and spectral properties are related to the grain size, the porosity and the composition, we have tried to assess which of these regolith properties is preponderant in the surge morphology by numerically calculating the variations of the coherent backscattering angular width HWHMθ with Mishchenko (1992)’s model. We have found that the grain size is the most obvious candidate, as it easily allows a good match between HWHMθ and the width of the observed peak (Figs. 12 and 14); however, the regolith porosity cannot be excluded at this point (Fig. 8). Also, we have found the origin of a persistent result in previous spectroscopic studies that consists in regolith grain sizes being larger in the B ring than in the C ring (Poulet et al., 2002; Filacchione et al., 2012; Hedman et al., 2013; Déau, 2015). The origin of this difference lies in the assumption of constant regolith porosity. If the porosity is not constant for these rings, it is possible to obtain a different result, and even the opposite result, see Table 4.

By looking at the strength of the correlations between the surge morphology and the spectral properties, we have been able to show that some spectral properties are more strongly correlated with the opposition effect than others. For example, the 2.0 μm water ice band depth is strongly correlated with the surge amplitude in the C and B rings (Fig. 4a). For the same rings, the correlation is less strong for the near infrared spectral slope (Fig. 4c). In contrast, the correlation is less clear between the surge amplitude and the near ultraviolet spectral slope (Fig. 4b). Indeed, the C ring points do not appear continuous in the (A, S_{NV}) parameter space but still follow a quite linear correlation. By contrast, the B ring points form a cloud, which means that both A and S_{NV} are weakly correlated (Fig. 4b). As a result, it seems justified to infer that the physical properties of the regolith vary ring-by-ring.

However, our study showed that the interpretation of grain sizes may not be straightforward. In airless and magnetized environments such as Saturn’s surroundings, it is easy for tiny grains to clump into larger aggregate grains that can have highly complex shapes (Déau, 2014) or even be welded like lunar agglutinates (McKay et al., 1986). There are now a large group of studies of light scattering by densely packed discrete random media composed of clusters (see, Tishkovets and Petrova, 2013; 2017) and by finite multi-particle ensembles (e.g., Zubko et al., 2008; Lumme and Penttilä, 2011; Dlugach et al., 2011). Such sophisticated models coupled with multi-wavelength observations of the rings’ opposition effect are necessary to assess the radial variations of the regolith properties.
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